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Abstract 
Effective approaches to raising community awareness regarding suicide cases are critical to 
lowering the suicide rate over time. Many people do not commonly recognize suicide facts 
and rates since the method of dissemination is unappealing. Non-interactive and difficult 
methods of disseminating suicide information may lower suicide awareness, thus increasing 
the suicide rate. Therefore, an interactive web dashboard that contains suicide information 
and the prediction of the suicide rate has been developed by using Tableau Desktop software. 
The web dashboard of interactive visualization can attract users to read suicide information 
and learn more about suicide history. Apart from that, the focus of this study is to test the 
ability of machine learning to perform prediction by using the regression models of supervised 
machine learning. Three Machine Learning algorithms namely Random Forest Regressor, 
Decision Tree Regressor and Support Vector Regressor were used to predict the suicide rate. 
These three algorithms were compared to find the best model for this study. Random Forest 
Regressor outperformed the two machine learning algorithms with the highest R2 and lowest 
prediction error. 
Keywords: Suicide Rate, Suicide Prediction, Machine Learning, Supervised Learning, 
Interactive Visualization 
 
Introduction 
Globally, around 800,000 persons commit suicide each year, and there are more than 20 
suicide attempts for every suicide committed (WHO, 2021). It is reported by WHO (2014), 
suicide has become one of the top causes of death worldwide, accounting for more victims 
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than malaria, HIV/AIDS, breast cancer, war and homicide. However, this number may be 
underestimated due to reporting issues (Katz et al., 2016). Moreover, due to its taboo nature 
and sensitivity, suicide deaths may not be reported, acknowledged, or mistakenly labeled as 
an accident or another cause of death (Bilsen, 2018).  
 It is crucial to identify the suicide risks and prevent them from happening to reduce the death 
rate caused by suicide over time. However, finding the actual risks and preventing suicide is 
not easy work since suicide is a rare outcome with a multifactorial cause. Even though it is 
difficult to prevent suicide by identifying its risks and stopping it from occurring, spreading the 
information about the suicide rate can help create awareness among society and make them 
more cautious and concerned about their surroundings. Many people do not widely know 
suicide information and its rate due to a few factors, such as how it is spread is not attractive. 
Therefore, an interesting method to deliver the information should be applied. 
This study was conducted to predict the suicide rate and to visualize information on suicides 
interactively on a web dashboard. Machine learning prediction was implemented in this study 
because its approaches were able to examine a large number of variables simultaneously, 
such as to identify combinations of factors associated with suicidal thoughts and behaviors 
(Oppenheimer et al., 2021). The two main objectives of this study are: 

a) To evaluate the performances of machine learning algorithms in predicting the 
suicide rate. 

b) To develop a web dashboard with interactive visualization for suicide 
information and suicide rate prediction. 

 
Literature Review 
Suicide Prevention and Prediction 
Suicide is a serious issue because it is one of the main causes of mortality worldwide and the 
second biggest cause of death for people under the age of 29 as reported by (WHO, 2014). In 
order to prevent suicide, it is crucial to identify the suicide risk factors contributing to suicidal 
behavior. According to a study conducted by Bilsen (2018), the most important risk factors for 
late school-age children and adolescents were: mental disorders, previous suicide attempts, 
specific personality characteristics, genetic loading, and family processes in combination with 
triggering psychosocial stressors, exposure to inspiring models and availability of means of 
committing suicide. Besides that, there are also other factors that directing an individual to 
commit suicide such as sexual harassment, workplace harassment, religious script enhancing 
self-sacrifice and also the portrayed death in movies by a heroic and famous artist (Gaur, 
2019). There is also a potential risk factor that can be seen through suicidal behaviors such as 
alcohol dependence and drug use. A study conducted by Pillon et al (2019) has shown that 
people with alcohol dependence are between 2.6 and 3.7 times more likely to attempt suicide 
than non-alcohol.  
In preventing suicide, it should be predictable first. Clinicians currently assess patients' risk of 
future suicide attempts using face-to-face interviews. A study conducted by Nock et al (2022) 
found that the face-to-face interviews method failed to predict which patients would end up 
dying from suicide and was unable to save them by using the information gained from the 
interview. A systematic review of 40 studies conducted by Luoma et al (2002) found that on 
average, 45% of suicide victims had contact with primary care providers within one month of 
suicide. Recent studies suggest that applying machine learning (ML) methods to electronic 
health records (EHRs) can improve clinicians’ ability to identify patients at high risk of suicide 
(Kessler et al., 2020). A prognostic study conducted by Nock et al (2022) found that the 
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prediction of suicide attempts in one month and six months after a patient visited an 
emergency department was significantly improved using machine learning models applied to 
data from a clinician assessment, patient self-report, and electronic health records. A study 
conducted by Ryu (2018) demonstrated the effectiveness of a machine learning model for 
predicting people who have suicidal thoughts among the general population. 
 
Machine Learning  
Machine learning is a subfield of artificial intelligence that enables software applications to 
improve their accuracy in making predictions about the future without being specifically 
programmed to do so (Jan et al., 2022). The term machine learning was introduced by Arthur 
Samuel in 1959, where it is being identified as a field of study. To prepare a machine for use, 
it is first trained using a training set as an example, tested with additional data to evaluate its 
accuracy, and deemed ready for use if it is learned correctly (Harita et al., 2020).  
Nowadays, machine learning is used variously in many applications, such as for the search 
engine in the web and robotics. Besides, it can be used for financial applications such as credit 
card fraud and identifies the risks (Harita et al., 2020). New routes for learning patterns of 
human behavior, identifying mental health and risk factors, personalizing and optimizing 
therapies, and developing predictions on disease progression can be done using machine 
learning techniques (Thieme et al., 2020).  
 
Types of Machine Learning Techniques 
In machine learning techniques, there are four learning techniques involved which are 
supervised learning, unsupervised learning, semi supervised learning, and reinforcement 
learning (Harita et al., 2020). In this study, supervised learning will be implemented.  
 
Supervised Learning 
Supervised learning is a type of machine learning that makes the model able to predict future 
outcomes after they are trained based on past data with the goal to produce a function that 
is approximated enough to be able to predict outputs for new inputs when introduced to them 
(Sen et al., 2020). Supervised learning can be categorized into two types: regression and 
classification. Regression involves predicting a continuous numerical output variable based on 
one or more input variables, while classification involves predicting a categorical output 
variable based on one or more input variables (Harita et al., 2020). The purpose of regression 
and classification is to develop a mathematical model in order to predict the dependent 
variable by analyzing a set of independent variables (Kowsher et al., 2022). 
There are various types of algorithms can be applied to evaluate the prediction performance 
such as Linear Regression, Logistic Regression, Support Vector Machine (SVM), Decision Tree 
(DT), Random Forest (RF), Naïve Bayes, XGBoost, and also K-Nearest Neighbors (KNN). 
Numerous researchers have discussed and used a variety of machine learning algorithms and 
datasets to make predictions in various fields. For example, Jain et al (2021) have used eight 
ML algorithms, namely Decision tree, Random Forest, Support Vector Machine, Naïve Bayes, 
Logistic Regression, XGBoost, Gradient Boosting Classifier and Artificial Neural Network to 
predict the mental health of an individual, utilizing a huge dataset (1429 individual’s survey). 
Another example is a study conducted by Reddy et al (2018) to predict stress in working 
employees using six ML algorithms which are Logistic Regression, KNN Classifier, Decision 
Trees, Random Forest, Boosting and Bagging. Rahman et al (2022) have used eight algorithms 
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separately and found that Decision Tree and Random Forest provide better performance than 
others among all methods in predicting heart disease.  
There will be only three algorithms performance of regression models evaluated and focused 
on this study which are Decision Tree, Random Forest and Support Vector Machine. 
Comparison between these algorithms helps to evaluate the performance of machine learning 
techniques algorithms in selecting the best model for this study. The algorithm with the most 
accurate result produced will be used to predict the suicide rate. 
 
Methodology 
Data Requirements 
This study used a dataset from a well-known open data source, Kaggle, named “Rates 
Overview 1985 to 2016”. This dataset was chosen because it meets the dataset requirements 
for the system that will be constructed. It consists of numerical and categorical variables, 
where the data type of the data target, also called the independent variable, is a continuous 
variable. This dataset can be used as the benchmark dataset for future works on machine 
learning performance comparison. 
The dataset contains many cases that should be enough to predict and visualize the 
information, with 27,280 cases and 12 variables which are country, year, sex, age group, count 
of suicides, population, suicide rate, country-year composite key, HDI for year, GDP for year, 
GDP per capita, and generation (based on age grouping average). Even though this dataset 
had not been completely cleaned, it was still usable and straightforward to go through the 
data management procedures. Moreover, by using this global data obtained, this study 
provides a fundamental framework that can be replicated in the Malaysian context in the 
nearest future since Malaysian data does not yet exist. 
 
Summary of Research Methodology  
The systematic approach applied in this study is Machine Learning Lifecycle which is known as 
a cyclic process that is efficient in building machine learning systems (Yang et al., 2021). This 
lifecycle was selected because the project develops prediction models that use machine 
learning techniques to predict the suicide rate and visualize it on a web dashboard 
interactively. The lifecycle illustrated in Figure 1 comprises five main phases of this study. 
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Figure 1. Project methodology using Machine Learning Lifecycle 
 
The Overall Process of Development 
In order to accomplish the purpose of this study, three main processes that consist of the five 
phases were conducted. Figure 2 visualizes processes associated with the phase carried out 
to achieve the goals.  
 

 
Figure 2: Visualizing the overall process 
 
The main procedures involved are explained in the section below. 
 
i) Gathering Dataset 
 To select and gather a suitable dataset for the study, numerous studies were done on 
suicide cases. As a result, it can be summarized that the most related variables or attributes 
that influenced the suicide rate are the age, generation, gender, country, population, and year 
of the incident occurred. After identifying the dataset, several processes were going through 
to obtain clean and usable data. 
 
ii) Applying machine learning 
 The machine learning application has been implemented in Jupyter Notebook and 
Tableau Desktop, which involved three significant processes. To begin, data management has 
been performed with three sub-processes: data preparation, data wrangling and data 
analysis. Since the dataset prepared had missing values and unnecessary variables, the data 
wrangling process was performed to manage it. Then, three regression algorithms with their 
tuning parameters were applied to measure their performances.  
 Next, three sub-processes were involved in the model development: model selection, 
training and testing. As known, this study involved the continuous data target for prediction 
by using supervised machine learning algorithms. Thus, the regression model was selected to 
evaluate the prediction performance using Random Forest Regressor, Decision Tree 
Regressor, and Support Vector Regressor. After that, the model underwent the training and 
testing process by using the dataset that has been split into two subsets using the Sklearn 
train_test_split function with a ratio of 80% for training and 20% for testing data. 
 Then, the model evaluation is conducted where the performance of regression models 
is measured by using the calculated mean absolute error (MAE), mean squared error (MSE), r 
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squared (R2 Score) and root mean square error (RMSE) as well as RMSE with cross-validation 
(CV).  
 
iii) Visualizing the dashboard 
 Before proceeding with the deployment process in making predictions by implementing 
a machine learning application on Tableau, the Tableau Analytics Extension API must be 
installed. In this project, TabPy (the Tableau Python Server) has been installed through 
Anaconda Navigator and applied to the Tableau Desktop server. The last main process 
involved the deployment process, where users can interact with the model by selecting a filter 
to predict the suicide rate. A filter section is provided that allows users to select specific 
information to display from the original dataset. This includes country, year, age group, 
gender, number of populations, and the number of suicides with its rate. After ensuring the 
interactive dashboard can be used, and its features are well-functioning, the dashboard is 
published on Tableau Public to be easily accessible to the public. 
 
System Architecture 
Based on Figure 3, the system architecture is illustrated as a structural design for the overall 
process of this project development. To accomplish the objective of this project which is to 
apply and evaluate the performances of machine learning algorithms in predicting the suicide 
rate in society, Python is used as the programming language software. The processing data 
and prediction application can be fulfilled with the use of machine learning implementation. 
Lastly, the result of suicide rate prediction and the summarization of suicide information will 
be visualized interactively on a dashboard using the Tableau Desktop software and published 
on the Tableau Public website. 
 

 
Figure 3. System architecture for suicide rate prediction and profiling suicide information 
project 
 
Data Visualization 
As an alternative to display suicide information and its rate prediction efficiently in increasing 
awareness on suicides, interactive visualization was used to present and deliver the 
information. Due to the complexity of data and ways of explaining the information, people 
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usually lose interest in looking up to this main problem. Therefore, using data visualization for 
managing and processing data is essential in representation because it is an important feature 
of the data communication process. Hence, it will be helpful to present complex and massive 
data information in a simple way where it can be easily interpreted (Tamayo et al., 2018). 
Furthermore, visualization is also known for playing a vital role in collecting, cleaning, 
analyzing, and sharing data that help in showing the result intuitively.  
Data visualization helps users to read and understand presented information easily (Ko & 
Chang, 2017). The software tools and platform of the dashboard used is Tableau because it 
has many advantages. For example, Tableau can be connected with various data sources, 
which can present data visualization through charts, maps, dashboards, and stories through a 
simple interface. It is easy to create an interactive visualization expressing the desired format 
by dragging and dropping the data using this software. Moreover, it is known as software that 
users can use to explore and understand their data through the interactive visualization 
created (Ko & Chang, 2017). 
 
Results and Discussion 
Evaluation of Machine Learning Performance 
There were five types of performance metrics being measured for each regression model, 
which were by using the calculated mean absolute error (MAE), mean squared error (MSE), r 
squared (R2 Score) and root mean square error (RMSE) as well as RMSE with cross-validation 
(RMSE with CV). Details on performance metrics used are described in Table 1. 
 
Table 1 
Performance metrics used to evaluate the model performance 

Performance 
Metric 

Description 

MAE • Calculates the average size of errors in a set of predictions 
without considering their direction. 

• Calculate the distance between the actual value and the 
predicted value. 

MSE • Totaling the sum of error from the absolute error. 
• The lower MSE value, the higher the prediction accuracy. 

R2 Score • Measure how well a model matches a particular dataset. 
• The higher value of R2 Score, the better the model’s fit. 

RMSE • The standard deviation of the prediction errors calculates how 
far data points from its regression line. 

• The lower the RMSE value, the better the performance 
produced.  

RMSE with CV • It is RMSE that applies the cross-validation for its dataset. 

 
Table 2 below presents the result of performance metrics recorded in four decimal places. 
Based on the study performed, the best model with the highest values of R2 Score as well as 
the lowest values of MAE, MSE, RMSE and RMSE with CV application is the Random Forest 
Regressor. Hence, this model is being selected to predict the suicide rate. 
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Table 2 
Result of performance metrics for 3 regression algorithms  

Performance Metric Decision Tree Random Forest Support Vector Machine 

MAE 1.8916 0.2783 8.2564 

MSE 15.4319 2.1001 287.7145 

R2 Score 0.9533 0.9936 0.1286 

RMSE 3.9283 1.4492 16.9622 

RMSE with CV 6.3376 4.0012 21.9936 

  
Interface Design of Interactive Dashboard 
Four main dashboards were created, consisting of worldwide suicide profiling information, 
suicide rate prediction by user input, a summary of prediction, and evaluation results for three 
types of machine learning regression models.  
 

 
Figure 4. The main dashboard that profiling the worldwide suicide information 
 
The dashboard shown in Figure 4 profiles the worldwide suicides information from 1985 until 
2016. On that dashboard, the suicide rate displayed in the text block will be updated when 
the user applies a filter for the line graph that visualizes the worldwide suicide rate over the 
years. According to WHO (2021), the suicide rate is calculated as the number of suicides per 
100,000 population as stated below: 

𝑆𝑢𝑖𝑐𝑖𝑑𝑒 𝑟𝑎𝑡𝑒 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑖𝑐𝑖𝑑𝑒𝑠 ×
100, 000

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 

 
Moreover, by applying the filter for gender or year, it will also update the other graph on the 
dashboard, such as the cloud graph, doughnut graph, and line graph. 
For the next dashboard, as shown in Figure 5, there is a tree map graph that can be filtered by 
the user to display the specific information from the dataset used. Besides, a filter can be 
applied to predict the suicide rate with Random Forest Regressor model implementation. 
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From this prediction, many conclusions can be made about suicides. For example, users can 
conclude that as the number of suicides in a population increases, the suicide rate per 100,000 
over that population will also increase. 

 
Figure 5. The dashboard that allows users to predict the suicides rate 
 
The third dashboard in Figure 6 summarises the prediction made on Jupyter Notebook. The 
text table shows that the predicted rate does not have a huge difference from the original 
rate. Besides, a comparison between the first and second years of the suicide rate predicted 
is displayed to give more knowledge to the user. Furthermore, the comparison between 
worldwide average of suicide rate in two years and five years is being compared. This 
prediction is visualized by using the testing data. 
 

 
Figure 6. The dashboard that summarizes the suicide rate predicted 
 
Lastly, a dashboard summarizes the comparison of the three types of regression models' 
performance evaluated in the Jupyter Notebook. From the dashboard, as shown in Figure 7, 
users can see and learn the measurement values used to evaluate each model and what is the 
reason for the best model being chosen. Besides, a doughnut graph that presents the model 
with its R-square score is provided. This can help users conclude the best model result easier 
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since R-square shows the value of which model is closest to the regression line and makes it 
most accurate if the value is closest to 1. 
  

 
Figure 7. The dashboard that explains the evaluation result 
 
Conclusion 
This study had two objectives, which were to evaluate the performance of machine learning 
algorithms in predicting the suicide rate and to develop an interactive web dashboard for 
suicide information and suicide rate prediction. The study successfully predicted the suicide 
rate using the best machine learning algorithm, Random Forest, out of the three algorithms 
evaluated (Support Vector Machine, Decision Tree, Random Forest). The Random Forest 
algorithm had the least prediction error. The web dashboard was developed using Tableau 
Desktop and the Tableau Analytics Extension API, TabPy, to allow real-time prediction.  
The study found that each variable used to forecast the suicide rate, such as age group, 
country, year, gender, generation group, population size, number of suicides, and suicide rate, 
was interdependent and had the potential to affect the global suicide rate. The study's findings 
suggest that an interactive web dashboard with machine learning algorithms can effectively 
predict and raise awareness about suicide, potentially aiding in efforts to reduce the global 
suicide rate. 
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