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Abstract 
 The article outlines some of the status quo of research and potential of nudge and digital 
nudging in the field of journalism, especially in terms of news consumption and opinion 
shaping. A nudge is a gentle and subtle prompt or encouragement designed to influence 
someone’s behavior or decision-making without being forceful or coercive. By combining 
theory and journalism practice, the paper provides insights into how this concept can be 
applied to influence public cognition and behavior, particularly in relation to news media. 
Standing from a technical philosophical stance, the paper argues that nudge technology can 
be positive or negative depending on the ethical considerations involved and the intentions 
of news producers and interface designers. Finally, the paper proposed measures to 
effectively apply digital nudges in creating a virtuous journalism environment. The findings 
from the paper are relevant for researchers interested in understanding how media can shape 
our opinions and behaviors, including journalists, researchers, policymakers, and members of 
the public. 
Keywords: Nudge, Digital Nudging, Journalism, Journalism Ethics, Philosophy Of Technology 
 
In recent years, nudge as a tool for behavior shaping and decision making has attracted 
significant attention in the field of behavioral economics. Nudge, coined  by Richard Thaler 
and Cass R. Sunstein, was defined as “any aspect of the choice architecture that alters 
people’s behavior in a predictable way without forbidding any options or significantly 
changing their economic incentives” (Thaler & Sunstein, 2008, p. 6). Hence, the concept refers 
to the subtle and indirect approached involved in the routine decision-making of individuals, 
who are treated as less rational social person with cognitive biases. (Thaler & Sunstein, 2008). 
Considering the power of the news media over public cognition and behavior, nudge has also 
attracted the attention of the journalism industry. 

In the context of news media, the irrational characteristics of social person are most 
prominently reflected in the cognitive dimension. As elucidated by Kahneman (2011) , human 
thinking comprises two distinct systems, namely the heuristic system (System 1) and the 
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analytic system (System 2). System 1 is adept at perceiving the environment and generating 
short-term forecasts, while System 2 is comparatively indolent and prone to relying on System 
1 to conserve cognitive resources expended in problem-solving. Consequently, people would 
have cognitive biases or take shortcuts in most daily thinking and behavioral decisions, which 
is highly similar to the elaboration likelihood model (ELM) (Tandoc et al., 2021). ELM is 
intended to illustrate the circumstances under which audiences are likely to take a carefully 
thought-out, deep-thinking route (Shi et al., 2018). Therefore, it becomes imperative to adopt 
a guidance approach based on the audience's thought process. Petty and Cacioppo (1986) 
have posited that when audiences are motivated to obtain information and could  
comprehend it, they are inclined to adopt the central route. This indicates that they 
meticulously examine the information, engage in a critical appraisal of its arguments, and 
consistently evaluate its viewpoints. Conversely, in situations where the audience lacks the 
incentive to obtain information or the ability to understand and process it, they are more apt 
to adopt the peripheral route. Under this route, their attitudes are influenced by superficial 
environmental cues and incidental clues. 

Traditionally, journalists have predicated their approach on journalistic standards that 
prioritize precision, impartiality, openness, and responsibility in generating credible 
information and fostering trust among their readership. (Horne et al., 2020). With the 
prevalence of news platforms and social media, users are increasingly exposed to different 
news sources with homogeneous content (Bechmann & Nielbo, 2018). Most users typically 
exhibit perfunctory and cursory reading habits, merely scanning through stories 
expeditiously. Furthermore, even those who do not actively pursue news may encounter 
information inadvertently through their contacts’ social media posts or while browsing the 
Internet. (Kümpel, 2020). Therefore, news consumers may use heuristics as a strategy in place 
of laborious processing of news content when judging the credibility of their news. Heuristics 
allow people to make decisions, form judgments or solve problems based on rules of thumb 
without an exhaustive comparison of all available options (Dorrestijn, 2012), leading to an 
overemphasis on sensational or emotionally charged stories, which may not accurately reflect 
the overall state of affairs. With this cognitive shortcut, nudge can be a way to counteract the 
bias and cognitive limitations of attitudes due to irrational factors in the news communication 
and consumption process, encouraging consumers to seek more balanced and diverse 
sources of information. 

Given the background, the structure of this conceptual article as follows. First, we 
outline some of the status quo of research and potential of nudge and digital nudging in the 
field of journalism, especially in terms of news consumption and opinion shaping. Second, we 
critically discussed the extent to which nudge is used and designed to be transparent, 
reviewing unethical aspects of nudge in media and communication research. Third, we 
explore Heidegger’s philosophy of technology, where modern technology brings not only a 
ready-made and  constant presence, but also such holdings being prefigured toward it 
(Dorrestijn, 2012). Therefore, how to examine digital nudging as a new technology-based 
behavioral intervention and discuss the need for transparency and accountability in its 
technological use. Fourth, we further interrogate the design of the choice architecture under 
the intentionality of technology use should consider constructive technology assessment to 
ensure that nudge complies with technology ethics. Finally, a final reflection is made on the 
combination of nudge in news consumption and opinion shaping. 
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Nudge and Journalism 
With the media depth of information dissemination self-service and increasingly diversified 
topics, news media are under pressure to choose sources, focus on issues and shaping public 
opinion. Since Nudge is non-coercive and easy to use, it could be an effective tool for media 
organizations in the new media technology environment (Andı & Akesson, 2021), helping 
news media to solve the dilemmas they face in guiding public opinions. 

The Internet has exposed users to a media environment with abundant choices 
(Andersen et al., 2021), and in a digital existence that emphasizes embodiment and presence, 
the human senses can be restored on multiple levels in the digital virtual space, and human 
living space is constantly being explored towards retribalized (Sun & Zhong, 2020). The 
utilization of thinking systems, the reliance on thinking inertia and the existence of cognitive 
biases in real-life situations are also reflected in the digital media environment. The attributes 
of social person have not been subverted, but rather many nudge practices have reduced 
costs and expanded their reach with the advantages of the media platform’s compressed 
space-time digital scene and high-speed convenience. For daily news, newsmakers can 
influence audience perceptions by framing the story. In the case of crisis events, the source 
and credibility of the news may not always be confirmed in the first instance. Accordingly, the 
use of psychological shortcuts and heuristics in crisis interventions, nudge is more effective 
than the use of generic authenticity signs (Horne et al., 2020). 

Compared with the offline contexts, decision making in digital environments is more 
dependent on the human-computer interaction interface (Schneider et al., 2018). So, the 
interface design of human-computer interaction can have an important impact on the 
decision making process (Caraban et al., 2019). This influence consists of two main aspects: 
1) the interface provides the necessary elements for the decision maker to access relevant 
information, and 2) the way the interface provides this information can have a subtle effect 
on the decision process, influencing the cognitive process and ultimately producing a different 
decision outcome than in the no-choice architecture context. This phenomenon is described 
by Weinmann et al. (2016) as “Digital Nudging”,  which refers to the “the use of user-interface 
design elements to guide people’s behavior in digital choice environments”(p. 433). Users in 
the digital environment make most of their choices through screens and are pressured by 
Internet opinion. Thus, Sunstein (2019) highlights the power of social norms in his book How 
Change Happens. Social norms can be described as rules and standards that guide and/or 
constrain social behavior as understood by group members and without the force of law 
(Cialdini & Trost, 1998). As a widely accepted standard of behavior by group members, social 
norms are essentially a frame for moderating people’s behavior and integrating social order. 
In the process of acquiring, spreading, transforming, breaking through and rebuilding social 
norms, the frames created by the nudging mechanisms are released by the Internet digital 
technology with a huge information cascade effect. 

With the growing accessibility of information, people’s limited cognitive abilities and 
time force them to selectively handle a particular message (Schmitt et al., 2017). This leads to 
selective content consumption at the discretion of their own views instead of the content 
diversity (Vermeulen, 2022). This selective exposure causing confirmation bias (Garrett, 
2009). Communication scholars have expressed concerns that the use of nudge-based 
technologies, such as personalized news feeds, may lead users to inhabit information cocoons 
or echo chambers. This refers to the phenomenon in which users receive and consume 
information that confirms their existing beliefs and opinions, effectively locking them into a 
self-validating information environment.(Du, 2023; Möller et al., 2018). To counteract these 
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biases, nudge has been used in online news media to encourage users to read more than one 
article on a topic before forming an opinion. Kim and Dennis (2018) showed that using a 
presentation that highlights the source of an article prompts users to think about the author 
of the article and influences the extent to which they believe the article. Salient nudging 
makes users more skeptical of all articles, regardless of the credibility of the source. 

Meanwhile, nudge is used to help shape public opinion by encouraging individuals to 
engage in behaviors that lead to access to accurate and useful information. Mirbabaie et al. 
(2021) found that a variety of digital nudging was used in a series of tweets posted via social 
media by local agencies during the crisis events of the Australian bushfires. it was also 
significantly effective for the specific topics conveyed in the tweets (e.g., emergency 
notifications, avoidance messages, etc.). Alternatively, news organizations can provide social 
norms as feedback to users about the quality of the news sources they are using (Andı & 
Akesson, 2021; Gimpel et al., 2021), or through fact-checking alterts (Nekmat, 2020) that flag 
stories that have been fact-checked or otherwise verified for accuracy.  

It can be inferred that nudging has the potential to enable individuals to interact with 
news content in a more discerning manner, or to actively seek out a wider range of 
information to facilitate their evaluation of the accuracy and credibility of news coverage. 
Such an outcome can have significant implications for the effective operation of a democratic 
society, as a well-informed and engaged populace is imperative for the proper functioning of 
democratic institutions. 
 
Applying Nudge Moderately In Journalism 
The choice architecture of Nudge is ubiquitous in media constructed mimetic environments. 
A good choice system allows people to improve their ability to make trade-offs and to make 
choices that are beneficial to them (Thaler & Sunstein, 2008). The value characteristics of 
truthfulness, timeliness, and relevance that journalism pursues is one of the practices in 
nudging to make relevant information more reliable and easily understood. Hu (2019) argued 
that nudge can be applied to media systems because the ubiquitous media environment 
needs to be designed for choice. And nudge’s goal of enabling citizens to make the best 
choices about their health, wealth and well-being needs to be achieved precisely with broader 
media technologies and the fine-grained management of information flows. In reality, nudge 
is behind every choice of interface design presentation (Thaler et al., 2013). Mechanisms such 
as (i) disclosure and simplification, (ii) social norms and peer pressure, (iii) agenda setting and 
emotional priming, (iv) anchoring and priming effects, and (v) providing interaction and 
feedback are all important tools and common instruments of nudge (Jesse & Jannach, 2021). 
That is, in the design of choice architecture, the public opinion environment and social 
influence created by the media are the key factors for behavioral decisions. 

In recent years, the realm of digital nudging has substantially expanded across the 
globe as a burgeoning academic domain. With regard to comprehensive implementation 
scenarios, several scholars have investigated the implementation of digital nudging in the 
areas of sustainable consumption (Demarque et al., 2015; Vandenbroele et al., 2020), online 
education (Plak et al., 2022; Weijers et al., 2022), green transportation (Anagnostopoulou et 
al., 2020), and social media (Masur et al., 2021; Mirbabaie et al., 2021; Nekmat, 2020), with 
the majority having demonstrated effective advancement. However, digital nudging can be 
counterproductive in certain situations (Hummel & Maedche, 2019). With no neutral way to 
present choices, all decisions related to user interface design influence user behavior 
(Schneider et al., 2018). Driven by utilitarianism, some nudge designs ignore their ethics and 
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transparency for the sake of satisfying the interests of third parties. This manipulation rather 
than nudge design leads to compromised information security and privacy of users, which 
contradicts the original definition of nudge. 

Due to the possible lack of some prominence, some nudge are difficult to examine or 
monitor (Glaeser, 2006), as they do not attract as much attention as mandates and injunctions 
(Barton & Grüne-Yanoff, 2015). Aral (2020) critiques social media for quietly analyzing what 
it uses and then giving a large number of different options for what users should read, buy, 
and believe, and then it learns something new from the user's choices and iterates and 
optimizes the options it gives. This reflects the fact that the nudge, which leads people to a 
better life, has the possibility of being transformed into a profit-seeking tool after the 
penetration of commercial logic (Halpern, 2015).  

As capital forces continue to ramp up their grip on technology in the marketplace, 
digital nudging has changed from the well-intentioned use of behavioral effects to open and 
systematic testing of how to exploit cognitive biases. The malicious use of interface design to 
trick users to the undesirable features is referred to as digital black nudge and dark patterns 
(Luguri & Strahilevitz, 2021; Reisch, 2020). Hornuf and Mangold (2022) discussed five 
archetypes of digital dark nudge strategies, where some deceptive companies put users at 
risk of privacy disclosure and even financial loss by creating friction, forced 
registration/renewal, click fatigue, hidden payment, and misleading design to inconvenience 
users. It has been found that digital darkness nudge has been widely used in various 
industries, practically manipulating the behavior of users (Mathur et al., 2019; Petticrew et 
al., 2020; Sin et al., 2022). Manipulated designs may violate the law, however, digital dark 
nudge often operates in a legally difficult to manage gray area, which makes it difficult for 
users to defend their rights and for government agencies to regulate. 

Remarkably, besides the malicious use of nudge to manipulate users for benefits, 
nudge is progressively integrated with big data and computer algorithms. Yeung (2017) 
coined the term hypernudge to describe the combination of behavioral science and computer 
science in algorithmic regulation. It arranges nudge in a technology-mediated manner to 
continuously influence human behavior, including through real-time or reconfiguration and 
dynamic personalization (Mills, 2022), since human behavior can indeed be manipulated by 
priming and regulating, using rewards and punishments. Driven by utilitarianism, designers 
use their knowledge of human behavior and user preferences to implement deceptive 
features that are not in the best interest of the user (Gray et al., 2018), and even algorithms 
can autonomously explore manipulative strategies that may be harmful to the user (Albanie 
et al., 2017). According to Mills (2022), hypernudge possesses properties of personalization, 
predictive ability, and hiddenness that may prevent users from recognizing nudge or from 
rejecting being nudged because the technology enables them to fade into the context. And 
as attention shifts from technology to the ends that technology promotes, technology itself 
can easily become hidden in a philosophical sense (Susser, 2019) . The design process of 
hypernudge requires not only rational algorithmic decisions, but also a new “invisible hand” 
of behavior prediction and modification (Zuboff, 2015). 

Gatekeeping has always been considered one of the most important hallmarks of 
professional journalism (Mitchelstein & Boczkowski, 2009). For journalism, the extent of 
nudge transparency and application is an ethical focus that needs to be shared between the 
choice architect and the gatekeeper. Therefore, journalists as architects of choice with a 
public spirit, need to nudge people in directions they might not choose on their own, thereby 
helping readers make better choices themselves (Thaler et al., 2013). However, for a variety 
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of reasons, journalistic practices (i.e., news recommendation systems) may conflict with the 
notion of personal autonomy and freedom from manipulation of users. Helberger et al. (2018) 
found that if nudge is designed to achieve normative goals that individual users may not 
approve of the personalization may be perceived as manipulative for some users It has also 
been argued that users were unable to distinguish between commercial goals and 
personalized uses of news, resulting in a negative bias in their perception of news 
personalization due to concerns about surveillance and privacy (Monzer et al., 2020).  

Therefore, a moderate nudge must address the tension between applying the nudge 
and respecting user autonomy. User autonomy and transparency are key considerations in 
the design of an ethical news nudge that increases user trust and satisfaction. 
 
A Technical Philosophical View Of Nudge In Journalism 
In the context of behavioral economics, nudge is considered as a framing for the design of 
behavior as a purposeful means, and the understanding of the nature of the nudge technique 
remains instrumental in the usual sense of prescribing meaning in the stimulus-response 
information process. Nudge technology is not just a functional tool, but a mediator that 
intervenes in the relationship between people and the world, influencing users’ perceptions 
and actions, experiences and practices in the process of using it, and thus influencing people’s 
ethical behavior decisions (Jia, 2018). However, the greater the risk of misuse of technology, 
the more urgent the desire to control it. Viewing nudge through the perspective of the 
philosophy of technology reveals that the essence of nudge is the mutual regulation of 
technology and human cognitive action. People shape their own behavior in the use of nudge 
technology, and how people perceive nudge in turn influences the future direction of nudge 
design, and the philosophy of technology opens the two-way shaping of technological tools 
and social culture into the realm of nudge research. 

Enframing is a specific paraphrase of the German word Gestell that Heidegger uses to 
reveal the nature of technology in his exploration of the relationship between man and 
technology (Heidegger, 1977). He refers to Enframing as a way of stellen, in which 
technological intentionality is embodied in the constellation. First, he corrects the 
misconception of the traditional critique of technology from four perspectives: the 
constitutive material, the external form, the purpose of use, and the effect of technical 
artifacts, which, rather than leading to a certain result, incur a possibility (Heidegger, 1997). 
Technology is driven and triggered by a secondary cause that helps people shape the context 
in which a certain function is achieved. Next, the essence of modern technology is the 
aggregation of the rules of installation, the means of operation, the architecture of 
presentation, and a series of other ways of decontextualization. In other words, the enframing 
of technology is not only an executive framing for developing, changing, storing, distributing, 
and transforming things, but it is also the substrate for all these operations. The use of 
technology is inevitably influenced by the activity possibilities offered by the technological 
enframing, thus shaping one’s own behavior and one's relationship to the world. 

Based on Heidegger’s philosophy outlined above, purpose in the ethics of technology 
is the guiding vision for the design and use of technologies that regulate human existence. 
This vision can be expressed as the goal of designing and adapting technologies so that they 
become our own devices (Tenner, 2003). Modern technology, with its instrumental and 
computational character, reduces everything to a mere resource or standing reserve, 
including human beings (Miller, 2015). Therefore, enframing is the process by which we view 
the world in a technologically determined way. Because both enframing and nudge involve 
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manipulating perceptions to shape behavior or beliefs. And both technology and media are 
used to influence the way people perceive and interact with the world around them. So even 
though Heidegger sees enframing as a negative outcome of modern technology, nudge in 
journalism can be positive or negative, depending on the intentions of the news producer and 
interface designer and the ethical considerations involved. 

While traditional journalism production guides the public with a content framing, the 
presentation of digital news can add digital nudging to produce a moderating effect on users’ 
news consumption behavior. The French sociologist Latour uses the term scripting to describe 
how designers embed their assumptions and expectations into technological artifacts, thus 
influencing the interaction with users (Latour, 1988). In Latour’s view, technology is not a 
neutral tool that people can use freely, but rather a medium that shapes the users’ behavior 
and choices according to the designer’s preconceived worldviews. The concept of scripting 
emphasizes the power dynamics between designers and users, as the former have a 
significant influence on the latter’s behavior and perceptions through the technology they 
create. This has important implications for the design of technologies, as it highlights the need 
for designers to be aware of their biases and assumptions and to consider the potential 
impact of their design choices on users. 

From the perspective of explaining how technological artifacts constitute patterns of 
human behavior, Latour reveals that the true picture of nudge’s influence on human 
behavioral decisions is that whether one is aware of its presence and whether or not it is 
consciously applied in the design of choice structures, nudge’s technological moderating 
effect is ubiquitous and unavoidable. In the new media technology environment, the choice 
architect presents all the information through the interface, and the interaction interface 
frames the user’s usage, thus influencing the human behavioral decision. Human decision-
making behavior is the result of the joint action of individual intention, social structure, 
technological artifacts, and media environment (Latour, 2007). Therefore, it is the 
responsibility of the choice architect to use nudge consciously to develop and design new 
technologies that optimize human ethics and practice decisions.  

However, we should be aware of the possible negative consequences of the boosting 
technology itself, such as a lack of exercise in the cognitive abilities of the human as an agent. 
Bovens (2008) argues that the short-term success of nudge may be contradicts to long-term 
failure. The long-term effects of nudge may lead to the infantilization of the agent (e.g., 
depriving the agent of responsibility for his or her own well-being concerns). Since nudge 
technology focuses on changing the choice architecture, if the development of human choice 
capabilities is neglected, it may result in agent dependence, making it impossible to resist 
cognitive biases and eventually making it impossible for people to live normally without 
technology. 

Nudge has also sparked debate about technology and choice freedom. Verbeek (2011) 
believes that freedom is not the lack of compulsion and constraint, but the place of existence 
in which human beings become aware of their existence. On the one hand, technology 
constitutes freedom through the material environment in which man exists and forms his own 
style. On the other hand, technology forms an association with human beings, and this 
association becomes the place where freedom resides. Although Seiler and Sunstein strongly 
defend nudge as a form of Libertarian paternalism, which influencing human action without 
prohibiting other options, critics continue to view nudge as a kind of manipulation. According 
to Dworkin (2015), liberal paternalism is a theory that allows the government to intervene in 
the choices that individuals make for welfare, without being excessively intrusive or infringing 
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on their liberty. Journalism can be categorized as a broad form of paternalism, as it involves 
non-state actors. 

Although nudge does not prohibit other options and the interference with liberty is 
minimal, it threatens the individual’s control over his or her choices and ability to evaluate his 
or her options. In contrast to paternalistic interventions, nudge needs to be designed with 
optionality. In this way, agents who want to be nudged can go along with it, and agents with 
different preferences can easily circumvent nudge. For journalism, this may involve further 
consideration of transparency as a journalistic norm. For this to be achieved both external 
and internal conditions need to be addressed. The external condition is that to avoid nudge, 
you need to know that you are being nudged in the first place, which requires that nudge has 
enough transparency (Lepenies & Małecka, 2015), like displaying the purpose of nudge in the 
interface, or providing the option to accept nudge or not. Following the internal conditions, 
Saghai (2013) states that to be able to resist nudge effortlessly, agents should have the ability 
to draw attention and inhibit it. While people are limitedly rational, so the ability to resist 
nudge pressure needs to be increased by improving the agent’s media literacy (e.g., using 
highlighting to help users identify misinformation and providing feedback to assess the 
credibility of the source).  
 
Promoting Virtuous Journalism Through Ethical Technology 
To prevent nudge from being reduced to a new form of technological determinism, it is crucial 
for nudge to operate within more ethical and democratic design structures and processes. 
Designers should take responsibility for being society shapers, focusing on the larger societal 
impact of their work rather than solely pursuing profit or catering to consumer needs (Kiskola 
et al., 2022). Thaler and Sunstein (2008) mention that “a choice architect has the 
responsibility for organizing the context in which people make decisions ... there is no such 
thing as a ‘neutral’ design”(p. 1). In the view of Verbeek, the Dutch philosopher of technology, 
the centrality of the autonomous subject in ethical theory needs to be viewed holistically 
when human behavior is determined not only by their own intentions but also by the material 
environment in which they live (Verbeek, 2006). The inspiration of technological 
intentionality lies in making choice architects consciously think about how to orient the design 
of technological artifacts toward helping shape human morality, and to address potential 
negative impacts that nudge. While traditional ethics treats the individual as autonomous, 
rational, and self-regulating, the technological intentionality approach advocates for a 
consideration of the mediating role of technology, including how it affects and shapes human 
subjectivity. As such, nudge design carries a responsibility and a duty to consider the moral 
implications of technology. By adopting this approach, designers can ensure that their work 
supports positive behavior change and contributes to a more ethical and responsible use of 
technology. 

In the design of nudge technology, it is important for designers to fully consider 
potential user behavior before settling on an architectural design. This involves considering 
the ways in which users interact with technology, as well as their motivations and decision-
making processes. For example, in the context of online news sites, many platforms have 
optimized their content to fit algorithms that determine distribution and audience reach. This 
has reduced the role of news editors and curators in deciding what content is presented to 
audiences. To design nudge technology that is effective and beneficial, designers must 
anticipate how users will engage with the technology and aim to create a user experience that 
is helpful and informative, while also respecting the autonomy and independence of 
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individuals. By adopting this user-focused approach, designers can ensure that the technology 
they create is ethical and socially responsible. 

First, fully imagine the possible user behavior during the use of nudge technology 
before choosing an architectural design. As discussed in the previous subsections, many 
online news sites and news information software have begun to systematically optimize 
content to fit the logic of platform distribution algorithms to reach a wider audience and 
potentially increase revenue after publication (Møller, 2022). However, this increasing 
reliance on digital intermediaries has eroded the privileged position of news content curators 
and editors that news media have traditionally occupied (Kleis Nielsen & Ganter, 2018). The 
gatekeeper’s nudge aims to create a regulated version of the algorithmic gatekeeper by 
prioritizing content that is deemed important and relevant by the audience. This approach 
can be particularly effective in addressing issues such as the spread of fake news. Rather than 
attempting to dispel rumors after they have already been widely circulated, nudge technology 
can be used to prevent and control the spread of misinformation from the outset. For 
instance, designers can incorporate digital nudges that discourage users from sharing 
unverified content or encourage the reporting of misleading information. By using this 
approach to address the problem of fake news, we can create a more responsible and 
trustworthy online environment that benefits society.  

A growing number of social media platforms, including Weibo, Twitter, and YouTube, 
are implementing information labeling systems to verify the accuracy of posted information 
(Andı & Akesson, 2021). These labels act as social norm-based nudges, providing users with 
technical regulation rather than interfering with their ability to share information. By using 
digital nudges to limit the spread of false information, these platforms are helping to create 
a more objective and transparent online environment. Furthermore, while news 
recommendation systems are becoming increasingly personalized, nudges can be employed 
to recommend a diverse selection of articles that resist cognitive biases (Mulder et al., 2021). 
By identifying meaningful diversity indicators, these nudges help to mitigate the subjective 
nature of personalization and promote a more balanced, varied news consumption 
experience for users. 

Since a biased nudge can lead to negative outcomes for users, as it may lever users’ 
cognitive biases to promote behavior that is ultimately harmful or counterproductive. It is 
essential, therefore, that architects adopt a transparent approach to design and clearly state 
their intentions in creating nudges. This allows users to make informed decisions about 
whether to accept the nudge, based on their own preferences and values. Another effective 
solution is to involve users in the design process. Designers can obtain more contextual 
information, reduce potential biases, and ensure that the nudges created are aligned with 
user preferences and values. In an effort to reduce the news content bias that can result from 
uncivil online news comments, some news sites have recently attempted to disclose users' 
comment history (without any personal information) through nudge to prompt users to avoid 
posting vicious content online (Pu et al., 2020). In the Chinese context, platforms such as 
Weibo have chosen to improve the transparency and credibility of nudge-based technologies 
by disclosing the IP attribution of their users and issuing official accounts to provide additional 
context and situational information regarding the use of the feature. This user-oriented 
normative nudge can significantly enhance the coupling and coordination between user 
perception and action experience, making the nudge tool more effective in promoting 
positive behavior change.  
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The democratization of nudge technologies is essential to promote ethical and 
responsible behavioral changes. In addition to emphasizing user participation, it is crucial to 
ensure transparency and education in the design process. This includes the establishment of 
nudge gatekeepers at all levels of technology ethics, from the selection of architects to the 
validity and verification of nudge technologies, to the transparency of the implementation 
process and the gathering of user feedback. Through these measures, designers can promote 
accountability, transparency, and user empowerment in the development and 
implementation of nudge-based technologies, enabling nudges to exist as a powerful tool for 
promoting positive behavioral change in a fair, ethical, and democratic manner. 
 
Conclusion 

The intersection of behavioral economics and journalism presents an area of research 
and innovation that holds promise for creating a more informed and engaged citizenry. Nudge 
can be leveraged to mitigate the biases and cognitive limitations that can hinder rational 
decision-making in the context of the news media, encouraging individuals to seek out diverse 
sources of information, critically evaluate evidence, and better understand the context of 
news stories. However, the ethical implications of using digital nudging in journalism are 
essential and raise important questions about the use of persuasive techniques to influence 
audience behavior. The manipulation of audience decisions, potential impact on journalistic 
credibility, and transparency must be carefully considered. While nudge can be an effective 
tool for promoting positive behavior change and encouraging critical thinking, ethical 
challenges, and the risk of compromising journalistic integrity must be addressed. Thus, the 
use of nudge in journalism should be guided by transparency, ethical principles, and a 
dedication to promoting diverse perspectives and critical thinking among readers. Further 
research is necessary to explore the potential risks and benefits of nudge in journalism and 
develop ethical guidelines for its use. 
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