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Abstract 
This study examines the readiness for artificial intelligence (AI) adoption among faculty and 
administrative staff in Chinese higher education institutions, employing the Theory of Planned 
Behaviour (TPB) as the guiding framework. Initiated by progressive governmental policies 
such as the ‘New Generation Artificial Intelligence Development Plan’ (AIDP), China has 
rapidly embraced AI to stimulate economic growth and technological innovation. Despite 
substantial investments and infrastructural enhancements, a notable gap remains in the 
preparedness of academic professionals to integrate AI tools into their daily practices. This 
research investigates how key TPB variables—attitude, subjective norms, and perceived 
behavioural control—influence the behavioural intentions toward AI adoption. A cross-
sectional survey design was utilized, with structured questionnaires distributed among faculty 
and administrative staff, and the data analyzed using regression models and analysis of 
variance. The findings reveal that a positive attitude toward AI adoption is the strongest 
predictor of behavioural intention, followed by the influence of subjective norms, while 
perceived behavioural control exerts a moderate effect. Additionally, demographic analysis 
indicates that work experience significantly moderates AI adoption intentions, whereas 
gender and institutional role do not yield statistically significant differences. These findings 
support the recommendation for targeted digital literacy programs and technical training, 
while emphasizing the need for further research to continuously adapt AI integration 
strategies in evolving educational environments. 
Keywords: AI Adoption, Higher Education, Theory of Planned Behaviour, Digital 
Transformation, China 
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Introduction 
Initial measures by the Chinese governmental body began in 2013 through several published 
policy documents highlighting the country’s intention to embrace artificial intelligence as a 
major stakeholder for its economic growth (Roberts et al., 2019). This is exemplified through 
the State Council’s release of “Internet+” in 2015, which was a guideline to integrate AI into 
various sectors of the country, signifying their commitment to cultivate emerging AI industries 
and future investments (State Council, 2015). The same year further brought forth a ten-year 
plan ‘Made in China 2025’ aiming to transform China into a dominant figure of global AI 
investment and high-tech manufactures (McBride and Chatzky, 2019). This endeavour was 
extensively executed through with the aforementioned strategy in July 2017, the ‘New 
Generation Artificial Intelligence Development Plan’ (AIDP). The core outline of this strategy 
envisions China fully harnessing AI’s monetary and economic potential to its fullest by 2030, 
permanently redefining local ethical norms and standards revolving around the tool (Roberts 
et al., 2019). As the first national-level legislative effort, China’s development of AI can be 
categorized into four strategic fronts which also serve as their long-term goals: international 
competition, economic growth, social governance, and ethical norms and standards for AI. 
Below illustrates the stages of progression as derived from the AIDP, condensed into three 
stages.  

 
Figure 1.0: AIDP roadmap  
Note: From “The Chinese Approach to Artificial Intelligence: an Analysis of Policy, Ethics, and 
Regulation”, by H. Roberts et al., SSRN, 2019, p. 5 (http://dx.doi.org/10.2139/ssrn.3469784). 
Copyright 2023 by Elsevier Inc. 
 
Stage 1: By 2020, China aims to maintain and increase the competitiveness of its AI 
development environment with other major powers and optimizations. In monetary terms, 
China intends to create an AI industry worth more than 150 billion yuan (ca. 21 billion dollars) 
while seeking to establish initial ethical norms, policies and regulations for vital areas of AI for 
public exposure and familiarization. 
Stage 2: By 2025, China hopes to achieve a ‘major breakthrough’ in basic AI theory and to be 
world-leading in some structural applications of AI. The governmental body also targets an 
increase in its core AI industry’s net worth to over 400 billion yuan (ca. 58 billion dollars), 
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expanding upon its laws and codify legal aspects of ruling policies to uphold ethical standards 
for AI.  
Stage 3: By 2030, China seeks to become the world’s innovation centre for AI. The growth in 
the core AI industry is expected to more than double again and be valued at 1 trillion yuan (ca 
147 billion dollars), further optimizing legislative codices. The laws and standards are also to 
be expected for a more in-depth revision in order to deal with newly and prevailing 
challenges. 
 
These stages reflect China’s achievement of normalizing public reception towards AI through 
their policies, increasing overall AI readiness among the people. To further heighten public 
awareness on AI usages, the local government offers a system of incentives to its people for 
supporting or achieving its aims. These include short-term limits for provincial politicians and 
promotions based on economic performance for enacting governmental initiatives (Li & Zhou, 
2015). Consequently, most of China’s influential companies have picked up on experimenting 
and developing AI technology within their own structural organizations. This incentive was 
well received as it allowed the administration of Tianjin city to reserve a $5 billion fund 
investment for the development of AI, suggesting that the AIDP has facilitated a mindset in 
which local practitioners of AI will still endorse any research and development projects even 
if they fail, landing in a boost of large-scale building initiatives in the East coast provinces and 
a spike in the competitive spheres (Zhu, 2019). 
 
In recent years, artificial intelligence (AI) has been extensively adopted by various 
professionals across numerous industries due to its capabilities beyond summarizing content 
and recalling key meeting points, thus extensively optimizing the workforce’s competence in 
respective fields (Hamdar, Massally, & Peiris, 2023). In line with this, the Chinese government 
has further implemented policies encouraging higher education institutions to incorporate AI 
into their workflows, aiming to align themselves with the other industries of research such as 
sciences and business sectors and enhance long-term operational efficiency. According to 
Yang (2019), there is a focus among administrative staffs in devising a comprehensive strategy 
that integrates AI across different levels of education, including basic, higher, and civic 
education, which by itself presents a challenge in terms of planning and execution. 
 
Recognizing the transformative potential of Artificial Intelligence (AI) in various industries, the 
Chinese government has invested billions in establishing multiple AI research centres at high-
priority higher education institutions. These centres are intended to advance AI utilization 
and optimization, ultimately driving innovation and progress across the provinces in China. 
 
According to Yang (2019), China is undertaking efforts to popularize AI education. Since AI 
technology has been garnering more attention in 2021, it has been observed that technical 
staff with strong engineering or programming backgrounds have primarily embraced digital 
transformation. In contrast, the majority of faculty and administrative staff continue to rely 
on traditional methods in their daily work routines. Hence, this study aims to identify the 
factors contributing to this gap by investigating the current circumstances and influences on 
AI adoption in daily work practices. By examining the push and pull factors of AI adoption, the 
study aims to seek the answers from analysing the attitudes, preferences, and needs of faculty 
and administrative staff to hopefully ease the process of adoption within universities in China. 
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As proposed by Jöhnk, Weißert & Wyrtki (2021), organizations must navigate technical and 
managerial challenges for successful AI adoption, emphasizing the need for AI readiness. This 
involves assessing and enhancing organizational preparedness for AI integration, considering 
technical capabilities and leadership support. In light of this, the research seeks to address 
the government's concerns regarding obstacles to digital transformation and provide insights 
on how to facilitate broader AI integration. As the core force of higher education, university 
teachers' understanding, acceptance, and application of AI not only affect their teaching 
quality and work efficiency (Alnasib, 2023), but may also deliver a profound impact on the 
development of the entire field of higher education. 
 
In a study conducted by Quy et al. (2023) at a university in Vietnam, it was found that adopting 
AI is challenging due to the associated infrastructure and investment costs. Therefore, it is 
clear that implementing AI adoption is not a simple task; it requires careful planning 
particularly in developing countries or provinces. Therefore, it is important to assess the 
readiness for AI adoption among both administrative and faculty staff. Proceeding with mass 
implementation in higher education without understanding their readiness poses a risk, as it 
could lead to wasted time and effort. 
 
AI in Chinese education varies at different levels. At present, it is situated within the earlier 
stages in elementary education, more prevalent in higher education, and most common in 
civic education (Yang, 2019). Despite the widespread use of AI in higher education and 
significant support and investment from the Chinese government in AI innovation and 
research, questions remain about the readiness of key stakeholders in higher institutions, 
such as whether they are sufficiently equipped with the knowledge and internal manpower 
to implement these changes, indirectly gauging their ability to adapt themselves to latest 
trends and information. More importantly, it is also a testament to whether the individuals 
working in higher education are personally comfortable to these changes considering its scale 
and organizational differences moving forward. Given the aforementioned concerns on the 
moral and ethical considerations of artificial intelligence, the fact that these questions as 
critical proves Jöhnk et als (2021) research which noted that AI readiness and proper research 
revolving around it is still in its infancy stage, with many people among professionals lacking 
guidance on its application and execution. 
 
Recent studies predominantly focus on utilizing AI and exploring the potential of AI tools 
across various sectors, including their economic impact, furthering beyond educational 
sectors (Sharma et al., 2022; Pelletier et al., 2022; TeachAI et al., 2023; Hamdar et al., 2023). 
All of them come to a consensus of emphasizing the possibilities AI offers for widespread 
sectoral growth rather than examining the preparedness of higher education institutions for 
AI adoption. China is seeking the optimal balance between top-down system design and 
bottom-up applications in AI education, indicating a complication in unifying these two 
approaches for effective AI integration. Moreover, there is a call for caution against 
overemphasizing the potential short-term effects of AI in education without considering its 
longer-term implications, suggesting another obstacle in maintaining a balanced perspective 
on AI's impact (Yang, 2019). At present, there is not much research on these especially in 
Shanxi Province and it requires in-depth exploration and analysis because the attitudes of 
university members towards AI adoption are complex and diverse. This study attempts to fulfil 
that role, providing fresh insight into the academic sphere by lending credence on past 
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researches’ methodologies and implementing them in a geographical demographic that is yet 
to be fully scrutinized. 
 
While the impact of AI is profound, there is a concern that society is moving forward without 
adequately addressing the necessary issues and challenges. As Chan (2023) indicates, 
readiness for AI in education entails assessing infrastructure, training educators, and ensuring 
ethical AI practices. Yang (2013) and Chatterjee & Bhattacharjee (2020) also pointed out that 
the readiness of educators to incorporate AI into their teaching is crucial and there are 
challenges reflect the complexities involved in integrating AI into the educational framework, 
emphasizing the need for strategic planning, educator preparedness to adoption and 
implementation.  
 
By focusing on these key areas, educational institutions can effectively leverage AI to improve 
teaching and learning experiences. Some university staff including teachers have limited 
understanding of AI technology and hold a conservative attitude towards its value and 
application prospects (Kuleto et al., 2021). The same may also apply to the students; without 
the students’ collaboration and approval, the implementation of AI would not yield the 
substantial benefits it was expected to. Therefore, when adopting AI, it involves various levels 
of challenges which are organizational, technical, and individual (Jöhnk, Weißert & Wyrtki, 
2021). Incidentally, there are also significant differences in readiness based on gender, age, 
and work experience (Alnasib, 2023), so it is essential for the study to explore how these 
demographic factors specifically impact faculty members' willingness and ability to integrate 
AI into their teaching and working practices. Understanding this can help tailor professional 
development programs to fully encompass the prerequisite needs of both teacher and 
student alike. In addition, understanding and addressing the identified factors can facilitate 
smoother adoption and integration of AI technologies in educational settings (Chatterjee & 
Bhattacharjee, 2020).  In Crompton and Burke's review from 2016-2022, the study found that 
11% of the AI applications in higher education were focused on managers, indicating a 
significant but not primary focus on this group compared to students (72%) and instructors 
(17%).  
 
All these researches conclusively point toward a demand for clearer understanding of societal 
perceptions towards AI, rather than the technology itself which have received plenty 
academic attention over the years. With a more robust view on the people’s AI attitudes in 
China, policymakers and educational authorities stand to promote a better grasp of existing 
societal and economical needs, enabling them to make informed decisions for the betterment 
of the country. That said, utilising the Theory of Planned Behaviour (TPB) is this study’s direct 
contribution towards that effort – each variable in the TPB model (namely attitude, perceived 
behavioural control, subjective norms, and intention) addresses a facet of human behaviour 
which dictates their decisions to enact certain behaviours, which in this case is their 
acceptance or rejection of the use of AI within higher education. However, given the 
subjectivity of human intentions, the study of AI readiness among people must be separately 
conducted on each region of China in order to attain an all-inclusive comprehension on AI 
readiness of its people. Applying this model within this study curbs the research gap to an 
extent by covering the Shanxi Province specifically, while providing future researches with a 
reliable frame of reference when attempting to conduct studies with similar-scaled objectives 
or theoretical frameworks. To that end, the study purposely breaks down the perception of 
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AI adoption particularly among the faculties and administrative staffs within higher education 
institutions in Shanxi Province.  
 
To address the problem of uncovering readiness regarding the adoption of AI in higher 
education institutions from the aspects of motivation, perception, and attitudes, the study 
will achieve the following research objectives: 
1. To examine whether independent variables within the Theory of Planned Behaviour (TPB) 

(Attitude, Subjective norm and Perceived Behavioural Control) are significant predictors 
of the behavioural intention on AI adoption in higher education institutions 

a. To examine the attitude towards AI adoption among faculties and administrative staff as 
a significant predictor of the behavioural intention on AI adoption in higher education 
institutions 

b. To examine the subjective norm towards AI adoption among faculties and administrative 
staff as a significant predictor of the behavioural intention on AI adoption in higher 
education institutions 

c. To examine the perceived behavioural control towards AI adoption among faculties and 
administrative staff as a significant predictor of the behavioural intention on AI adoption 
in higher education institutions 

2. To explore any statistical differences of behavioural intentions on AI adoption due to 
gender, roles, or work experience in higher education institutions 

a. To explore any statistical differences of behavioural intentions on AI adoption with gender 
as a moderator in higher education institutions 

b. To explore any statistical differences of behavioural intentions on AI adoption with 
assigned roles as a moderator in higher education institutions 

c. To explore any statistical differences of behavioural intentions on AI adoption with work 
experience as a moderator in higher education institutions 

3. To explore the opportunities in AI tool Adoption in higher education institutions 
4. To explore the challenges in AI tool Adoption in higher education institutions 
 
Literature Review 
Quy et al. (2023) mentioned that in the field of general education, especially in higher 
education, digital transformation is focused on reducing traditional lectures and knowledge 
dissemination. Instead, the emphasis is placed on developing learners' capacity, promoting 
self-study, enabling learning opportunities at any time and place, personalised learning, 
fostering a society that values learning, and encouraging lifelong learning. The proliferation 
of the Internet of Things (IoT), cloud computing, Artificial Intelligence (AI), and large data-
processing technology is impacting the growth of the digital education infrastructure. 
Consequently, numerous sophisticated instructional models are being developed using IT 
tools. These models efficiently facilitate personalised learning, wherein individual students 
pursue distinct curricula and methodologies. In addition, they provide a convenient and direct 
means to access the extensive information available on the internet, while also enabling 
instant communication between schools, families, students and teachers. The digital 
transformation within the education field can be categorized into two primary domains: 
educational administration and the realms of teaching, learning, evaluation, and scientific 
investigation. In terms of educational management, digital transformation includes 
converting management information into digital form, establishing interconnected large-
scale database systems, providing online public services, and utilizing advanced technologies 
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like artificial intelligence, blockchain, and data analysis to effectively and precisely aid in 
management, administration, forecasting, and decision-making processes. 
 
With the aid of AI, personalized learning becomes possible to meet the unique requirements 
of each student from respective backgrounds, which is primary in unveiling their potential in 
academia. Every student stands to gain from an education that is both contemporary and 
captivating. Nevertheless, the existing AI technology might not be entirely equipped to deliver 
such an experience and could necessitate further refinement. Chatbots have the potential to 
offer personalized support, tackling common problems and delivering customized solutions 
to meet individual demands, but at present lack a long-lasting memory for their discussions 
which may slightly hinder the educational process of students. As the technology advances, 
AI-enabled chatbots are and will become more accurate in answering queries. These AI-
powered chatbots can also provide answers to students' questions beyond the scope of 
regular classes.  
 
Additionally, this type of AI-powered system can assist with student admissions inquiries, 
administrative decision-making. In the near future, AI technology is speculated to possess the 
capability to be highly beneficial in the development of top-notch educational materials, 
including digitized textbooks and adaptable digital learning interfaces for students at every 
educational level. In many ways, AI appears to be beneficial in higher education (Chatterjee 
& Bhattacharjee, 2020). Therefore, addressing students' adoption of AI is relevant as it will 
better prepare them for a world where AI technologies will be ubiquitous. Using these tools 
with utmost efficiency will enhance one's capacity for critical thought, problem-solving, and 
digital literacy, all of which are highly sought after critical skills in the quickly evolving 
employment market of today.  
 
Despite the possible benefits, there are still barriers to AI adoption in higher education. There 
has been little focus on the uses of AI chatbots with an intermediate focus on education, 
despite the fact that previous literature reviews have given an overview of pertinent studies 
in the larger context of technological (Mohsin, Isa, Ishak, & Salleh, 2024). This restriction may 
be caused by a variety of factors such as worries about data and user privacy, the requirement 
for appropriate training, and the potential replacement of traditional learning which have 
raised concerns over the digital divide among both faculties and students, indicating that 
certain persons may have greater access to AI tools than others. Utilizing modern AI to 
substitute outdated technologies and manual procedures is crucial in higher education. This 
facilitates the adaptation and enhancement of curriculum inside higher education 
institutions. ChatGPT and ChatPDF are platforms that fall under the category of educational 
resources which have become prominent instruments that assists pupils in studying through 
many means from personalized problem solving to interpretation of curriculum. Additionally, 
this invention not only facilitates academic duties but also promotes interactive learning and 
facilitates collaboration. 
 
Theoretical Framework 
TAM is an information systems theory proposed by Fred Davis in the 1980s, specifically 
designed to explain the acceptance and usage of technology by individuals. Similar to TPB, it 
is an extension of the Theory of Reasoned Action (TRA), originally established to contend the 
pervading issue at the time of performance impacts being lost whenever people lose interest 
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to use informational systems. This is realized through how people form attitudes and 
intentions toward trying to learn to use the new technology prior to initiating efforts directed 
at using (Mokhsin et al., 2011). To simplify this statement, people tend to make cognitive 
decisions or create a sense of preconceived bias towards a piece of technology without 
interacting with it personally. TAM strives to not only elucidate why that technology is being 
unused by people but also understand how to increase use acceptance through the design of 
the system (Davis, 1989).  
 
Conceptual Framework 
Below shows a diagram of the conceptual framework: 

 
Figure 2.0: Conceptual Framework 
  
Methodology 
The study uses a cross-sectional survey design where data are collected at one point in time 
from a sample representing the entire population (Coe, et al., 2021). According to Kelly et al. 
(2018), this design is particularly suited for assessing the current state of AI adoption 
readiness among the target population. The study adopts a structured questionnaire with 
closed-ended questions. The questionnaire will include items that measure various aspects of 
AI adoption readiness, such as AI trustworthiness, Outcome Evaluation, Normative Belief, 
Motivation to Comply, Control Belief, and Efficacy, which affect the intention to use AI and 
hence the AI adoption behaviour (George, 2004; Chatterjee & Bhattacharjee, 2020).  
 
By employing this formula, the study has arrived at a recommended sample size of 622 
individuals. A sample size of approximately 400 individuals would be required to ensure a 99% 
confidence level with a 5% margin of error when conducting a study on a population of 900 
administrative and faculty staff members, considering a population variability of 50%. 
 
A non-probability sampling method, specifically convenience sampling, is used to select the 
sample of faculty and administrative staff across different higher education institutions in 
China. The questionnaire is distributed via the SurveyStar platform to ensure a high response 
rate and enhance the robustness of the research data. Demographic information such as 
gender, roles, and work experience are collected through the survey to enable further analysis 
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of its impact on the intention to use and adopt AI. The SPSS software is used to analyse the 
quantitative data.  
 
Results and Discussion 
This study examines the key factors influencing behavioural attention to adopt AI tools in 
higher education. By leveraging a regression model, the study evaluates the impact of 
three critical variables- Attitude, Subjective Norms, and Perceived Behavioural Control- on 
individuals’ willingness to embrace AI technologies. The findings highlight the varying 
degrees of influence these factors exert, offering valuable insights into strategies for 
driving AI adoption.  

• Attitude has the strongest impact on AI adoption, with a coefficient of 0.245, 
emphasizing the critical role of positive perceptions and trust in influencing 
behavioural intention. 

• Subjective Norms are the second most influential factor (coefficient: 0.203), 
showcasing the importance of social influence, such as encouragement from peers, 
superiors, or colleagues. 

• Perceived Behavioural Control, while having the smallest coefficient (0.144), still plays 
a significant role in fostering individuals’ confidence to adopt AI tools. 

The regression model confirms that all three factors—Attitude, Subjective Norms, and 
Perceived Behavioural Control—are significant predictors of behavioural intention, with 
varying degrees of influence. 
 
Apart from that, ANOVA has been used to analyse the factors influencing behavioural 
intention to adopt AI tools within higher education institutions, focusing on effects of 
demographic and experiential variables such as gender, role and work experience. By 
using ANOVA, the study evaluates both main effects and interaction effects, providing 
insights into how these variables and their interplay shape attitudes toward AI adoption. 
The findings showing how the variables help in developing to foster AI adoption.  

• Model Significance: The corrected ANOVA model is statistically significant (F = 1.150, 
p = 0.048), indicating the model's relevance in explaining behavioural intention to 
adopt AI tools in higher education. 

• Intercept: A highly significant intercept (F = 10,986.834, p < 0.001) reveals a strong 
baseline inclination toward AI adoption, independent of demographic variables, 
suggesting broader institutional, societal, or technological influences driving AI 
adoption. 

• Gender: The effect of gender on behavioural intention is not statistically significant (F 
= 1.373, p = 0.242), indicating similar AI adoption intentions among male and female 
participants, emphasizing inclusivity in higher education AI adoption. 

• Role: The specific role within the institution (e.g., faculty, administration) does not 
significantly influence AI adoption intention (F = 0.352, p = 0.553). 

• Work Experience: Work experience has a statistically significant impact (F = 1.613, p = 
0.046), suggesting that years of experience influence behavioural intention to adopt 
AI, with potential variations across experience levels. 

• Model Fit: An R-squared value of 0.64 indicates the model explains 6.4% of the 
variance in behavioural intention, while the adjusted R-squared value of 0.04 suggests 
a modest fit. 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN BUSINESS AND SOCIAL SCIENCES 
Vol. 1 5 , No. 3, 2025, E-ISSN: 2222-6990 © 2025 

1592 

• Implications: While gender and role show no significant independent effects, work 
experience and interactions highlight the need for tailored strategies addressing 
specific role-based and experiential factors to promote AI adoption.  

 
Conclusion  
This study provides valuable insights into the readiness of Chinese higher education 
institutions for AI adoption among faculty and administrative staff. Utilizing the Theory of 
Planned Behaviour, the research demonstrates that attitudes and subjective norms 
significantly predict behavioural intentions to integrate AI, while perceived behavioural 
control plays a more moderate role. The findings further reveal that work experience, rather 
than gender or institutional role, is a key demographic factor influencing AI adoption 
intentions. These results underscore the importance of targeted digital literacy initiatives, 
comprehensive training programs, and supportive infrastructures to facilitate the successful 
integration of AI in academic settings. By addressing both psychological and practical 
dimensions of technology acceptance, the study offers actionable recommendations for 
policymakers and institutional leaders. Ultimately, enhancing AI readiness will not only 
improve teaching quality and operational efficiency but also position higher education 
institutions to meet the evolving demands of the digital age, fostering a dynamic and 
innovative educational environment across China. 
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