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Abstract 
High electricity demand causes large amounts of energy to be wasted, indicating that many 
people are unaware of their energy consumption. This also results in higher energy costs in 
electricity bills. Tenaga Nasional Berhad (TNB), which is the largest electricity producer in 
Malaysia has resolved 85% of the more than 18,000 "sky-high" electricity bill complaints 
received from consumers, especially in April and May 2019. Therefore, accurate energy 
demand forecasts are crucial for users to understand their electricity consumption. This paper 
presents the method of load forecasting with analysis that has been done with different 
machine learning techniques namely Long Term Memory (LSTM) and Autoregression (AR). 
Both of these methods are used to study and predict energy consumption patterns. 
Accordingly, this study aims to examine whether and how newly developed deep learning 
algorithms such as Long Short Term Memory (LSTM) are better than traditional algorithms 
such as the Autoregression (AR) model. The model’s prediction performance was assessed 
using the Mean Absolute Percentage Error (MAPE) and R-square (R) regression score. Based 
on the analysis performed, LSTM was found to provide more accurate predictions than AR, 
especially for large-scale data sets. Therefore, the LSTM model was chosen as the forecast 
model used for the second key feature proposed in this project, which is to convert the energy 
consumption rate into currency value. Such conversions are made based on standard tariffs 
and trigger warnings to users to help them realize their energy consumption is more wasteful 
compared to their normal energy consumption patterns.  
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Introduction  

As the world continues to evolve with cutting-edge technology, more and more people 
are looking for light bulbs, dishwashers, or other energy-efficient appliances to save energy. 
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Energy efficiency plays an important role in controlling energy consumption as well as 
reducing costs and maintaining a comfortable environment in the building (Abu Bakar et al., 
2015). This is one of the important things to do as the users should continue to pay attention 
to their purchases. However, solutions to save energy cannot achieve its objectives if people 
are unable to change their habit of using energy. They should be aware that their behavior 
using electricity plays an important role in determining the overall cost of their energy 
consumption.  

Another problem that may arise in connection with this research study is that people 
tend to use so much electricity in daily life without thinking about the consequences. 
Sometimes, people will use more energy than their normal energy consumption. Therefore, 
this condition can cause a person to become unaware and unknowingly waste energy in their 
daily use. So by not realizing whether they are wasting or saving energy, this will usually cause 
the problem of users wasting energy either at home or at work. This problem shows that it is 
very important to give an overview of the actual energy consumption to help people know 
how much energy they are using in real-time. One study (Charnon, 2017) shows that if people 
do not know how much energy their facilities use, then how will they know how much is 
wasted? People should be able to know how much money they are spending on every energy 
they spend. Looking at this scenario, we realize the importance of translating energy 
consumption into currency so that people can see and evaluate how much money they can 
save if they reduce their energy consumption.  

The current issue related to the scope of this research is the problem of rising 
electricity bills which has caused public outrage. During movement control order (MCO), the 
problem of electricity billing became a serious problem as many consumers had complained 
about the sudden increase in electricity bills. Concerning this incident, there was an increase 
in electricity consumption for residential consumers in Peninsular Malaysia by 23% according 
to the current Minister of Energy and Natural Resources. It was expected that this situation 
will occur as most people spend their time at home. This problem shows that most consumers 
are not aware of their energy consumption. They cannot expect their current bill (during 
MCO) to be lower or equal to the previous bills.   

In addition to problems with high electricity bills, the effects of uncontrolled and 
excessive electricity consumption also cause environmental pollution. Malaysia is rich in 
various natural resources for electricity. Energy generation in Malaysia is mainly derived from 
fossil fuels such as coal, natural gas and fuel oil (EIA, 2017). Environmental effects based on 
all forms of electricity generation include air, water, and land. Planned production and 
consumption of electricity will reduce the amount of fuel needed to generate electricity as 
well as the amount of greenhouse gases and other air pollution. Today, the world is focused 
on reducing electricity consumption and focusing more on renewable energy (Le et al., 2017). 
The coal used in Malaysia is fully imported, and given its low prices and abundant supply, the 
Energy Commission’s Peninsular Malaysia Electricity Outlook 2017 highlights the increase in 
coal for the country. However, coal, as a long-term source of energy, has various negative 
effects on the environment. The European Union aims to eliminate coal power plants after 
2020 (All, 2018).  

In this domain, most studies focus on the importance of having an energy monitoring 
system. Related reports (Charnon, 2017)  show that we can reduce energy consumption by 5-
15% as a potential energy monitoring system at home. However, the effect of energy 
monitoring at home no longer works for the medium and long term as consumers no longer 
pay attention. To approach this problem, it is recommended to provide users with learning 
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tool mechanisms such as the design of energy monitoring systems to enable users to learn 
about energy management. Moreover, another paper (Kasun,2017) states that there is a 
correlation with a 10.2% increase in the loss of unused electricity consumption. For example, 
household appliances that use energy even when not in use such as TVs and air conditioners. 
These are some examples that most users are often unable to prepare for (Firth, 2008;  
Ploysuwa, 2019). Therefore, optimization of energy consumption and waste reduction on the 
floor of a building or in a residential area requires accurate forecasts or energy forecasts. This 
is possible with technological approaches such as smart meters that make energy 
consumption data available (Sima, 2018). In this context, load forecasts are categorized into 
three different classes: Short-term load forecasts (one hour to one week), medium-term load 
forecasts (weeks to a year), and long-term load forecasts (longer than a year) (Sima, 2018). 
Unfortunately, long-term load forecasting still poses some problems for researchers.  

Based on the key problems identified, this project aims to develop a model that can 
predict the latest energy consumption based on the energy use history of the user. Methods 
of predicting energy consumption can be classified into two categories: (1) linear prediction 
and (2) nonlinear prediction (Azzouni & Pujolle, 2017). Linear prediction methods include the 
ARIMA model while non-linear methods include Feed Forward Neural Network (FFNN) and 
Recurrent Neural Network (RNN). To develop such a model, the initial work in this study 
focuses on research on modernly developed in-depth learning algorithms to predict time-
series data, such as Long Short-Term Memory (LSTM), better and how it can overcome 
conventional algorithms. univariate Autoregressive (AR) is a traditional technique for 
accurately predicting future time-series data (Sima, 2018). This technique can be combined 
with the Moving Average (MA) model to form the Univariate Auto-Regressive Integrated 
Moving Average (ARIMA) model. Autoregressive Moving Average (ARMA) is also one of the 
linear models of the time series (Anna, 2018). It has been observed that the AR model variable 
is easier to operate which is calculated to be simpler. With such advantages, the AR model 
gets more attention and is widely used than the ARMA model in the field of engineering. 
Besides, the real-time performance of the AR model is better and the high order of the AR 
model can be used to approach the ARMA model (Wang & Yuan, 2017). Moreover, the 
advantage of using the AR model is that it only requires smaller data for the modelling 
process, and the neural network model has good properties such as nonlinear mapping and 
self-learning (Wang,2017). Besides, neural networks can also be combined with AR models to 
achieve more accurate prediction model accuracy. Linear stationary AR models can also 
represent a non-linear time series in a short interval because several processes can be 
explained in terms of models that change linear time (Ekaterina, 2013).  

Cahng (2017) states that the exchange of energy with other utilities is beneficial in 
predicting energy load. Machine learning techniques such as Recurrent Neural Network 
(RNN), and Long Short-Term Memory (LSTM) have captured much attention over the last few 
years with their application (Sima, 2018). The LSTM model has a natural propensity to draw 
out rugged patterns for an input function space and can effectively manage MIMO systems 
by providing a lot of flexibility for the system (Haider et al., 2019). Also, the LSTM system can 
handle nonlinear systems thanks to their specialized LSTM nodes, which can produce a better 
result after learning. For the present, the most sequential models used in practical application 
are called gated RNNs, including long short-term memory (LSTM) (Liu et al., 2017). As the 
concept of the LSTM is to use memory units to render longer sequences for a stronger abstract 
or memory, is has found to be effective in many implementations. Comparison methods such 
as GBM (Gradient Boosting Machine), Support Vector Machine with Radial Kernel, and RF 
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(Random Forest) can also boost the forecasting efficiency of the LSTM model (Ploysuwa, 
2019). This study focused on the RNN-LSTM based model as it is becoming increasingly 
popular among for time series regression problems together with the GRU based RNNs model 
(Sehovac et al.,2019). Based on the previous research paper that is being discussed, the LSTM 
model can be a powerful tool that we can use but it may take a long time to run, need more 
data to train than the other model, and also have a lot of input to tune. Most of the study 
overstated the data to predict energy consumption such as seasonality and also the 
temperature while this study only proposes a single data prediction. Unlike other research 
papers, this study proposed a feature to convert the energy consumption to its currency value 
according to the tariff. This feature will act as a learning tool for the user to understand their 
consumption behaviour. 

There are two major ways in forecasting energy, which are a physics principles-based 
model and statistical or machine learning-based model (Cao et al., 2015). In this paper, the 
second model is used. Deep Learning Recurrent Neural Network - Long-Short Term Memory 
(RNN-LSTM) is proposed to predict the energy consumption since based on this approach, the 
prediction of energy consumption is shown to be precise and accurate (Ryu & Kim, 2017). At 
the beginning of this study, Autoregression (AR) was explored and tested to predict energy 
consumption. As the result is not so good for a large-scale dataset, another technique has 
been proposed namely RNN-LSTM. Therefore, by having these two methods readily coded in 
the system, they can easily be compared. In a nutshell, the purpose of this study is to 
compared the Autoregression (AR) model and the RNN-LSTM based model to predict energy 
consumption. The forecasted energy consumption will then be converted to its currency value 
according to the building’s tariff. The system will also display warning messages when the 
actual energy is higher than the predicted energy. 
 
Method 

Activities of this study began by conducting a selection process for the best prediction 
model between Autoregression (AR) and the RNN-LSTM. Based on a previous study (Siami-
Namini et al., 2018), it is reported that deep learning-based algorithms such as the Long 
Short–Term Memory (LSTM) outperform traditionally based algorithms such as the 
Autoregressive Integrated Moving Average (ARIMA) model. Therefore, this paper will look at 
the key questions about how accurate and robust this newly introduced approach such as 
Long Short–Term Memory (LSTM) when compared to other traditional algorithms such as the 
Autoregression (AR) model.  
  
Flowchart of the Model Selection Process 

Fig. 1 shows the flowchart of the model selection process to be used for forecasting 
the energy consumption data. The analysis was done between the Autoregression (AR) and 
the RNN-LSTM models. The models are then developed using the preprocessed data. The 
study includes calculation of mean absolute error (MAE), root mean squared error (RMSE), 
and correlation coefficient (R-value) as the three output metrics used for comparison. The R-
value is used to determine the correlation between the actual and predicted value. The closer 
the R-value to one, the higher the correlation which means complete correspondence. 
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Fig.1: Flowchart of the prediction model 

selection process 

 
 
 
 
 
 
 
 
 
 

 
 
 
 

Fig.2: Architecture of Energy Monitoring 
and Waste Alert System 

System Architecture 
Fig. 2 shows the overall system architecture proposed for the energy monitoring 

system. The proposed algorithm carried out by the system begins by predicting energy 
consumption trends by using the RNN-LSTM model to identify future energy used by 
consumers. Later, the system began to convert monthly energy into currency values as it was 
a subset of energy consumption trend predictions. It is important to predict energy 
consumption or load demand for consumers to be able to know whether they are using more 
or less energy compared to their normal behavioral consumption. Many methods can be used 
to predict energy data such as deep learning, Artificial Intelligence, etc. 

After analysis, it is shown that the method used in the system which is a model of deep 
learning RNN-LSTM gives more accurate results compared to the Autoregression model to 
predict and predict the pattern of energy use. Once the system obtains data for monthly 
energy consumption forecasts, the system will provide information and warn users whether 
they are using more or less energy compared to their actual use of behavior. Finally, the 
system will deduce how much energy is stored or wasted in the value of the currency. This is 
one of the important steps implemented in the system, especially to provide users with 
learning tools as well as knowledge to help them find out about their monthly electricity costs. 
The software used in developing the system is Anaconda and Jupyter Notebook as the 
Integrated Development Environment (IDE) to code all Python programs developed for this 
project. 
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Fig.3: Flowchart of RNN-LSTM prediction  
Fig.4: Flowchart of sub-process LSTM 

Flowchart of RNN-LSTM Prediction 
Fig. 3 shows the flowchart for the RNN-LSTM prediction used in the system. Firstly, the 

data is collected by a smart meter installed in the building. Digital smart meter is one of the 
devices that apply the Internet of Things (IoT) technology to collect and store data on the 
internet. The dataset being used in this study is provided by a third party consisting of one 
complete year of energy data. The data starts to be taken and gathered from January 2017 
until December 2017 for every fifteen minutes every day. All of this data are later used for 
classification.  There is a total of 34944 data that had been collected for 12 months. 

The next step is to preprocess and prepare the data into their respective datasets. This 
is done to separate the data into the training and testing datasets. Then, the LSTM model will 
train the data from the training dataset. Based on the trained model, the system will then 
convert the predicted and the actual monthly energy consumption into the currency values 
according to the building’s tariff that is being predefined by the TNB. By comparing these two 
values, i.e. predicted vs actual; the user will be able to know the exact amount in currency 
values for a monthly total of energy cost; either being saved or wasted.   
 
Flowchart of sub-process LSTM 

Fig. 4 shows the flowchart of a sub-process of the LSTM prediction model. The first 
step is to import all the required libraries and local from the files. Then, the data is split into 
the training and testing parts. The following step is to scale the data. The training data is being 
fit transform and the testing data is only transforming.  The min-max scaler is also being done 
to pre-process the data. The next step is to create a batch function to feed batches into the 
training data.  After that, the constant which is the number of input and output, learning rate, 
number of neurons, iteration, and batch size is being identified and also the process of setting 
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the RNN model. Before the test data start to be predicted, the LSTM cell will be created using 
Wrapper and the MSE loss function and optimizer are created to minimize an Adam 
Optimizer. 
 
Results and Discussion  

The proposed methodology starts with a test to compare the Autoregression and the 
RNN-LSTM models for predicting energy consumption patterns based on the user’s past 
energy consumption data. The analysis was performed to compare both methods to find a 
more accurate method for forecasting energy consumption. Besides the analysis and results, 
this section also shows the detailed implementation of the system.  

 
Result of the Analysis 

Figures below show the prediction results of one-month testing data on the building’s 
energy consumption for both methods. Roughly from the plot of these two results, we can 
see the difference in the accuracy of each model. 
 
Autoregression Model: Based on Fig. 5, we can observe that the Autoregression model 
cannot work in forecasting a huge amount of data, as it can only perform well when dealing 
with a small amount of data as shown in Fig. 6. Besides that, we can also conclude that this 
Autoregression model can only perform well on the stationary time series data. 
 

 
Fig.5: Result from the Autoregression 

model with a large amount of data 

 
 

Fig.6: Result from the Autoregression model 
with less amount of data 

 
RNN-LSTM Model: Figure 7 shows the forecasting result by using the RNN-LSTM model which 
works better when dealing with a huge amount of data and enough training data is available. 
Although both of the methods can be used to model time series, the Autoregressive network 
model current values of a series as a function of past values and have a finite dynamic 
response to time series input. Meanwhile, the RNN maintains a hidden layer with directed 
connection and hence an infinite dynamic. This technique was able to learn internal state 
representation of series and usually preferred for modeling dynamic temporal of a long 
sequence. 
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Fig.7: Result from the Autoregression model with less amount of data 

 
Performance of the Prediction: The accuracy and performance of the model selection process 
are being evaluated by using the Mean Absolute Error (MAE) and R-Squared (R²) Regression 
(see Table 1). In this study, we only used the value of the MSE to evaluate the accuracy of the 
prediction for each iteration for the RNN-LSTM model as it is the more preferred technique 
for the system. The MAE and R-Squared regression are used for the whole prediction for both 
methods. The accuracy of the prediction will better if the value of MSE and MAE is 
approaching zero percent, while the R-squared is better as the value is approaching 100%. 
The closer the result of MAE and R-squared to the value the more accurate the prediction will 
be. 

Based on the analysis performed on the Autoregressive and the LSTM model, it is 
found that more accurate predictions can be generated by the LSTM model, especially for a 
large dataset. So, LSTM has been selected to be employed to generate the predictions in this 
system, since a large dataset will be used i.e., the data recorded for one year. 
 
Table 1 
The Accuracy of the Prediction For Different Training Model 

 MAE R-Squared value 

Autoregression (AR) model  18.7690 % - 43.7253 % 

RNN-LSTM model  11.3096 % 52.1270 % 

 
System Results  

This section shows the implementation of the system after the training data had been 
forecasted by using the RNN-LSTM model which is selected based on the analysis that had 
been done. The result from the training data will be resampled to find how much is the exact 
sum of the energy data that has been taken and recorded every fifteen minutes in a day (see 
Fig. 8). From the resampled data, the total daily kWh of the energy consumption will then be 
calculated and will be converted to the currency value according to its tariff which is in this 
case the system is using the tariff B for the low voltage commercial tariff (see Fig. 9). 

 

 
Fig. 8: Codes for resampling data  

Fig.7: Codes for converting into a currency 
value 
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Fig. 10 shows the codes run to display the warning message, while Fig. 11 illustrates a 
pop-up warning message that acts as an alert that will be triggered when the actual 
consumption exceeds 5% of the predicted usage. 

 
Fig. 10: Codes for displaying the warning message 

 

 
 
 

 
 
 

Fig. 11: Warning message 
pop-out 

 
The system compares the actual and predicted data. If the predicted data is 5% more 

than the actual data, it will be categorized as the energy saved by the user, while if the actual 
data is more than the predicted data, it will be categorized as the energy being wasted by the 
user. A warning message will be triggered to a certain threshold limit of waste energy which 
is when the actual consumption exceeds 5% of the predicted usage. Fig. 12 shows an example 
of the waste energy, which will trigger the warning message to indicate an over usage of 
energy by the user. 
 

 
Fig. 12: Example of energy wasted that trigger the warning message 

 
Fig. 13 shows the codes run for displaying the currency value of energy consumption. 

The total currency value of saved, estimated, and actual monthly energy of the user will be 
displayed in the system. Fig. 14 shows the total currency value for December for the building’s 
energy consumption. Finally, the system also will then conclude and display a conversion of 
the actual and predicted bills from kWh to RM as shown in Fig. 15. 
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Fig. 13: Codes for displaying the currency value 

 

 
Fig. 14: Message displayed: Total currency 

value for December 

 
Fig. 15: Message displayed: Conversion 

from kWh to RM 
 
Conclusion  
Energy consumption forecasts give customers the possibility to link past and current 
consumption behaviors with future costs. Based on this main idea, the objective of the study 
focuses on letting users benefit from solution predictions through a greater understanding of 
their energy consumption and their future projections. This will also allow them to better 
manage their electricity consumption costs. Also, another purpose of this project is to warn 
people so that they know when they are using more energy than their normal use. This is 
achieved in this study by comparing the forecast and actual energy consumption. When 
people understand how much energy they normally expand, then they will be able to plan 
energy use more efficiently in the future. Accordingly, the system presented in this paper can 
be beneficial for users as it helps them save energy by planning their actions accordingly. It 
was found that many relevant studies have not applied the idea to show the amount of energy 
used in the exact value of the currency. And thus this system has considered and implemented 
this solution because people will understand the value of currency more than the value of 
energy in kWh. To improve the existing system, in the future more data should be collected 
to validate and improve system performance and accuracy  
 
Acknowledgements  
We would like to extend our acknowledgement to Universiti Teknologi MARA (UiTM) and to 
those who have directly and indirectly contributed to our project. This research is funded by 
the Ministry of Higher Education Malaysia via the Fundamental Research Grants Scheme 
Research (FRGS/1/2017/TK04/UITM/02/26).  
 
 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN BUSINESS AND SOCIAL SCIENCES 
Vol. 1 1 , No. 9, 2021, E-ISSN: 2222-6990 © 2021 

457 

References  
All, R. T. (2018). Towards a World-Class Energy Sector Energy Malaysia, Vol. 14.  
Amarasinghe, K., Marino, D. L., & Manic, M. (2017, June). Deep neural networks for energy 

load forecasting. In 2017 IEEE 26th International Symposium on Industrial Electronics 
(ISIE) (pp. 1483-1488). IEEE. DOI: 10.1109/ISIE.2017.8001465. 

Azzouni, A., & Pujolle, G. (2017). A long short-term memory recurrent neural network 
framework for network traffic matrix prediction. arXiv preprint arXiv:1705.05690. 

Bakar, N. N. A., Hassan, M. Y., Abdullah, H., Rahman, H. A., Abdullah, M. P., Hussin, F., & Bandi, 
M. (2015). Energy efficiency index as an indicator for measuring building energy 
performance: A review. Renewable and Sustainable Energy Reviews, 44, 1-11. 

Cao, X., Dong, S., Wu, Z., & Jing, Y. (2015). A data-driven hybrid optimization model for short-
term residential load forecasting. In 2015 IEEE International Conference on Computer 
and Information Technology; Ubiquitous Computing and Communications; Dependable, 
Autonomic and Secure Computing; Pervasive Intelligence and Computing (pp. 283-287). 
IEEE. DOI: 10.1109/CIT/IUCC/DASC/PICOM.2015.41. 

Chupong, C., & Plangklang, B. (2017). Electricity bill forecasting application by home energy 
monitoring system. In 2017 International Electrical Engineering Congress (iEECON) (pp. 
1-4). IEEE. 

Firth, S., Lomas, K., Wright, A., & Wall, R. (2008). Identifying trends in the use of domestic 
appliances   from household electricity consumption measurements. Energy and 
buildings, 40(5), 926-936. 

Haider, S. A., Naqvi, S. R., Akram, T., Umar, G. A., Shahzad, A., Sial, M. R., & Kamran, M. (2019). 
LSTM neural network based forecasting model for wheat production in 
Pakistan. Agronomy, 9(2), 72. 

Issac, B., Jacob, S. M., & Mohammed, L. A. (2017). Country Analysis Brief: Malaysia In 2017 
2005 13th IEEE International Conference on Networks Jointly held with the 2005 IEEE 
7th Malaysia International Conf on Communic (Vol. 1 pp. 1–11.). IEEE. DOI: 
10.1109/ICON.2005.1635452. 

Kim, J., & Kim, H. (2016,). Classification performance using gated recurrent unit recurrent 
neural network on energy disaggregation. In 2016 international conference on machine 
learning and cybernetics (ICMLC) (Vol. 1, pp. 105-110). IEEE. DOI: 
10.1109/ICMLC.2016.7860885. 

Liu, C., Jin, Z., Gu, J., & Qiu, C. (2017). Short-term load forecasting using a long short-term 
memory network. In 2017 IEEE PES innovative smart grid technologies conference 
Europe (ISGT-Europe) (pp. 1-6). IEEE. 

Mangalova, E., & Agafonov, E. (2012). Time series forecasting using ensemble of ar models 
with time-varying structure. In 2012 IEEE Conference on Evolving and Adaptive 
Intelligent Systems (pp. 198-203). IEEE. DOI: 10.1109/EAIS.2012.6232829. 

Ploysuwan, T. (2019). Deep CNN & LSTM network for appliances energy forecasting in 
residential houses using IoT sensors. In 2019 7th International Electrical Engineering 
Congress (iEECON) (pp. 1-4). IEEE. DOI: 10.1109/iEECON45304.2019.8938914. 

Ryu, S., Noh, J., & Kim, H. (2017). Deep neural network based demand side short term load 
forecasting. Energies, 10(1), 3. DOI: 10.1109/SmartGridComm.2016.7778779. 

Sehovac, L., Nesen, C., & Grolinger, K. (2019). Forecasting building energy consumption with 
deep learning: A sequence to sequence approach. In 2019 IEEE International Congress 
on Internet of Things (ICIOT) (pp. 108-116). IEEE. DOI: 10.1109/ICIOT.2019.00029. 



INTERNATIONAL JOURNAL OF ACADEMIC RESEARCH IN BUSINESS AND SOCIAL SCIENCES 
Vol. 1 1 , No. 9, 2021, E-ISSN: 2222-6990 © 2021 

458 

Siami-Namini, S., Tavakoli, N., & Namin, A. S. (2018). A comparison of ARIMA and LSTM in 
forecasting time series. In 2018 17th IEEE International Conference on Machine Learning 
and Applications (ICMLA) (pp. 1394-1401). IEEE. DOI: 10.1109/ICMLA.2018.00227. 

Walaszek-Babiszewska, A., Rydel, M., & Kashpruk, N. (2018). On the Equivalence Between AR 
Family Time Series Models and Fuzzy Models in Signal Processing. In 2018 IEEE Second 
International Conference on Data Stream Mining & Processing (DSMP) (pp. 331-335). 
IEEE. DOI: 10.1109/DSMP.2018.8478553. 

Wang, Q., & Yuan, H. (2017). Failure rate prediction based on AR model and residual 
correction. In 2017 Second International Conference on Reliability Systems Engineering 
(ICRSE) (pp. 1-5). IEEE. DOI: 10.1109/ICRSE.2017.8030786. 

 
 
 
 
 
 
 
 
 
 
 
 


