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Abstract
Metaphor analysis is a qualitative method that allows researchers to examine the use of metaphors in a text and help them to attain understanding of the metaphors used. Generally, the method involves a researcher’s intuition as a way of identifying the metaphors. To date, there has been an increasing body of research that adopts corpus linguistics in analysing metaphors which has contributed a lot to the development of metaphor theory and analysis in various ways. This paper intends to demonstrate corpus-based approach in metaphor analysis. The application of corpus approach in metaphor analysis is believed to be more reliable and valid as it produces both quantitative and qualitative results. Hence, relevant manifestations of metaphorical patterns in a text can be established.
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Introduction
Corpus-based approaches have been recognised as one of the major empirical approaches in linguistics analysis and have been employed to research issues relating to linguistic structure (e.g., lexis and grammar) and to numerous facets of language use (Stefanowitsch, 2006). Corpus linguistics is a method in language study which is not connected with any general or definite theory (Semino, 2017); thus, it is preferred by many linguistic researchers due to its flexibility. The quantitative approach can be integrated with any qualitative-based linguistic research and permit a large collection of authentic texts to be compiled and analysed systematically as they are supported by empirical evidence. In the field of metaphor study, implementing corpus approach has been an advantage. Metaphor researchers can use keyword list, collocation, and concordance lines in processing large amount of data to identify metaphor. Hence, contemporary researchers of metaphors are experimenting more systematic and efficient techniques to investigate metaphors to reduce the researcher's objectivity in metaphor identification (Abdul Malik et al., 2022). 

The birth of the Conceptual Metaphor Theory (CMT) has greatly impacted the course of metaphor study (Lakoff & Johnson, 1980; Lakoff, 1987; Johnson, 1987; Lakoff & Turner, 1989; Lakoff, 1993). Nevertheless, the field of metaphor and metonymy research is still lagging slightly behind with regards to its methodological foundations that has a strong emphasis researcher’s intuition in identifying metaphor. Since CMT only involves manual identification of metaphors, many researchers have come out with more systematic approaches in identifying traces of metaphorical expressions used in a discourse (e.g., Adams, 2017; Ahrens & Jiang, 2020; Charteris-Black, 2004; Partington, 2007; Pragglejazz Group, 2007), but there are some issues with some of the developed approaches. Charteris-Black (2004) for instance, coined Critical Metaphor Analysis (henceforth CMA) that combines corpus linguistics with cognitive linguistics and Critical Discourse Analysis (CDA) in metaphor identification. Yet, the initial phase of examining metaphors in the method is still conducted manually. In other words, the identification of salient keywords as clues to identify metaphors is done via close-reading and inspecting the text manually. If the keywords are initially identified based on the researcher’s intuition, an issue relating to reliability and validity of the findings can be questioned. 

In another view, Pragglejaz Group (2007) who proposed Metaphor Identification Procedure (MIP) lists some comprehensive measures to detect metaphors. Yet, the proposed method requires exhaustive and intricate analysis on the researcher’s behalf. The procedure is more suitable for group research instead of individual work as dealing with thousands of words corpus requires a high level of concentration (Adnan, 2014). Meanwhile, Ahrens and Jiang (2020) proposed a replicable method to identify source domain by using collocational patterns in Sketch Engine to study the building metaphor in the Hong Kong Political Speeches Corpus. Apart from Sketch Engine, they also used other corpus-based linguistic software such as SUMO (Suggested Upper Merged Ontology), WordNet, and an online dictionary. Even though the use of collocational patterns help researcher to identify metaphor signals based on statistical evidence, there are too many tools involved in the metaphor analysis making it to be a meticulous procedure. Meanwhile, Adnan (2014) integrated a corpus-based approach and CMT to provide statistical evidence for the identification of time metaphor in literary texts. She used Wmatrix, USAS tagger, and POS tagger CLAWS to compare the use of metaphors in the original and simplified version of a literary work. The use of the taggers helps researchers to classify the keywords easily and help to find clues of metaphors systematically. Nevertheless, not all corpus tools possess feature for word taggers. Most of the available corpus tools usually provide the basic features such as wordlist, keyword list, collocation, and concordance; thus, making it a troublesome to some researchers.

Partington (2006) proposed Corpus-Assisted Discourse Studies (CADS), an integration of corpus approach and discourse analysis, to study metaphor.  The approach includes a step-by-step procedure that involves analyses of frequency list, keyword list, and concordance. The procedure can be easily replicated and followed by other researchers. Nonetheless, collocational strength of the keywords is not considered in the approach. If collocation analysis is added to the procedure before the concordance analysis, the evidence of metaphor in a discourse can be more credible. Collocation permits a researcher to make a strong claim of how the signals of metaphorical expression can be identified. Even though collocation can be done instinctively, it is naturally a poor guide to perform collocation (Xiao, 2015). Collocation analysis needs to be quantified statistically since it is more trustworthy than depending on human’s intuition (Hunston, 2002); thus, it should be included in the process of metaphor identification. 
The empirical data provided by the corpus approach helps the metaphor analysis to be done more efficiently and systematically. By merging corpus linguistics method, namely to the qualitative-based CMT, a large collection of authentic texts can be compiled and analysed systematically supported by empirical evidence. These past literatures exemplify how corpus approach offers the ease in detecting metaphor through the analysis of frequency lists, collocational analysis, and in-depth analysis of the concordance lines. It also shows the increasing interest to explore the full use of the empirical values provided by this approach in determining metaphorical expressions in a text. Corpus methods have indeed contributed massively to the development of metaphor theory and analysis in various ways, but there are still rooms for improvement. Therefore, the present study aims to fill in the loopholes in terms of methodology in studying metaphor. 

Literature Review
Definition
Corpus can be defined as a relatively large collection of naturally occurring texts, which are stored in machine-readable form (Meyer, 2002, cited by Deignan, 2005). Concerning the machine-readable form, Abdul Malik et al (2022) explained that a corpus must be stored electronically, where “sophisticated corpus tools [are used] to analyse language in a collection of naturally occurring (either written or spoken) texts.” (p.513). Perhaps Biber et al (1998, p.4) summarized the characteristics that are essential to the corpus-based approaches best: They are empirical; they analyse the actual patterns of language use in natural texts; they utilize an extensive collection of natural texts or corpus, as the basis for their analysis; they employ the use of computers or electronic tools extensively for analysis purposes; they depend on quantitative and qualitative analytical techniques.

Meanwhile, some scholars proposed that studies using corpus-based approaches “are those which make use of the corpus predominantly to propose, investigate or demonstrate a particular theory of language” (Tognini-Bonelli, 2001, p. 65). However, some others, like Semino (2017), believed that such approaches do not have to be necessarily linked to any specific language theory.

Weaknesses of other approaches to metaphor research
There are other approaches to metaphor analysis, such as introspective methods. However, scholars such as Orts Llopis and Lopez (2009); Kispal (2010) highlighted concerns about these methods. Orts Llopis and Lopez (2009), for instance, observed that "the listing of metaphorical expressions is mainly based on the [analysts’] own intuitions and knowledge of the language and the previous descriptive results of other [analysts] on the same topic” (p.183). 

At the same time, Benboudriou and Hamlaoui (2021) cautioned that with the absence of sophisticated electronic corpus tools, analysts would dedicate a vast amount of time to reading the whole corpora, as they need to refer to a dictionary for the meaning of every word before deducing its contextual and basic meaning. Once again, this process involves analysts' intuitions while being impractical and almost impossible to be completed. 


Strengths of corpus-based approaches?
One of the significant reasons corpus-based approaches are employed in analysing metaphors is their systematicity (Caruso, 2011; Stefanowitsch, 2006). Caruso (2011), for example, observed that Conceptual Metaphor Theory (CMT) and Conceptual Metaphor Analysis (CMA) “[do] not provide a systematic methodology that can be applied to the study of metaphor when considering expressions in a corpus of naturally occurring data” (p.2). Not only that but regarding the CMT, for instance, Koller et al (2008) claimed that it provides less empirical basis despite having a solid theoretical foundation. 

Furthermore, corpus-based approaches enable research on metaphors to be more authentic and extensive. According to Orts Llopis & Lopez (2009), these linguistics methods have provided “a way to base metaphor research on authentic data, covering a wider range of metaphors, from primary to high-level ones" (p.183). With authentic data, Wikberg (2008) believed that metaphors could be studied in their context since "immediate context is crucial for deciding whether a word or phrase is used figuratively [or literally]" (p.37). Wikberg also concluded that such authentic data could provide explicit information about the collocational tendencies of a word or phrase. 
 
Likewise, corpus-based approaches allow more substantial claims about language to be made. As mentioned by Charteris-Black (2004), since these approaches deal with an extensive set of data and include more variety of texts, it “has a greater potential for making claims about language” (p.31). Deignan (2005) concurred as he highlighted that a metaphor analysis involving a large set of data “regularly finds uses of words that [researchers] would not have predicted [earlier]” (p.85). Shimizu (2010) agreed, noting that the wide-ranging data gathered through corpus-based approaches “expands our intuitions about metaphors which then broadens the horizon of finding and analyzing metaphors” (p.204). Adnan@Anang (2014) later added that the large number of texts analysed through these approaches would contribute to the representativeness of the findings of metaphor research. This representativeness could then increase the generalization of these findings. 

Step-by-step Procedure of Corpus-based Metaphor Analysis
This segment explains the procedure involved in identifying metaphor. The procedure encompasses both quantitative and qualitative approaches. Most researchers of metaphors make use wordlist, keyword lists, and concordance list to analyse language patterns in a discourse in unearthing metaphorical expression. Meanwhile, the proposed procedure was designed to make the process in metaphor identification to be more systematic and replicable for other metaphor researchers who are keen to implement corpus approach in their research. To explain this clearly, Table 1 presents the outline of the proposed procedure in discovering metaphors in a discourse








Table 1
Step-by-step procedure in discovering metaphor
	No.
	Step-by-step procedure

	1.
	Develop research questions

	2.
	Select, assemble, create, and edit the intended corpus

	3.
	Generate wordlist

	5.
	Generate keyword list

	6.
	Analyse collocates of the ‘key’ items

	7.
	Concordance interesting ‘key’ items (investigate the context)

	8.
	Identify semantic tension of the selected ‘key’ items with the collocates

	9.
	Categorise and list the identified metaphorical expressions

	10.
	Perform conceptual mapping for conceptual metaphors.

	11.
	Administer Inter-Rater Reliability (IRR) Test 



Table 1 presents the step-by-step procedure. The procedure begins with designing research question(s), followed by compiling the corpus that want to be examined. Then the data analysis stage begins with quantitative analysis stage comprising analysis of wordlist, keyword list, and collocates. This is followed by qualitative analysis stage which comprises analysis of concordance list, identifying semantic tension, and performing conceptual mapping. Once the metaphors are identified, researchers need to conduct Inter-Rater Reliability (IRR) Test so the identified metaphors can be certified by experts of the field. 

Analysing Wordlist
Wordlists are lists of lexical items that are assembled by frequency of occurrence in a corpus. The words are arranged by frequency and/or alphabetically. Other information such as the percentage of each word is used in a text, occurrences of words across a number of texts, or ‘range’, and plotting distribution of the words in the text is also tabulated and can be examined. However, analysing wordlists alone are not ample to examine the significance of language patterns in a corpus. A wordlist needs to be compared with either a ‘reference’ corpus or another wordlist. ‘Reference corpus’ is large set of text and represents some idea of a range of text in a given language like the 100-million-word British National Corpus (Scott, 2020). After the corpus has been built and compiled, wordlists are generated with the help of WordSmith Tools 8.0. Figure 1 displays a sample of a wordlist.
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Figure 1: A sample a wordlist.

In Figure 1, the wordlists display not just the frequency of occurrence (first column), but also the frequency percentage (second column), texts (third column), text percentage, as well as ‘dispersion’ (sixth column) of the words in the respective corpus. The ‘dispersion’ of words exemplifies where and how words are distributed in a text. From the 28 words displayed, the most frequent word in the wordlist is the that occurs 442 times. Meanwhile, the least frequent word is are with only 57 occurrences. In relation to the metaphor study, the information of the overused and underused words can be helpful in detecting signals of metaphorical expressions. This is because the overused or underused words of functional and content words can indicate a strong dominance of metaphor use in a discourse. Nevertheless, since this simple and basic frequency count of a corpus just displays the basic descriptive statistics (McEnery & Hardie, 2012), thus, the generated wordlists need to be compared to generate a keywords list where statistical significance tests such as chi-square test, t-test, and log-likelihood test are involved. The result of these tests permits the researcher to strongly determine whether the result of an analysis is significant or not (McEnery & Hardie, 2012).

Analysing Keyword List
Keyword list can be generated by using most of available corpus tools. The procedure compares all the words in two different corpora and reports the keywords that seem significantly more frequent in one than the other (with the help of statistical significance test). This also includes the keywords that appear more than a minimum number of times in one even if they do not appear at all in the other (Scott, 2020). Figure 2 illustrates a sample of a keyword list. 
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Figure 2: A sample of a keywords list.

Figure 2 allows the researcher to strongly determine whether the result of an analysis is significant or not (McEnery & Hardie, 2012) because instead of just having a list of most to the least frequent words in a corpus, keyword lists tabulate the overused and underused words in the study corpus as compared to the reference corpus. This comparison allows the researcher to learn the significant lexical items of a corpus as compared to another corpus. This keywords list is different than the wordlist as displayed in Figure 1. Keyword lists do not only display merely a simple frequency counts, but rather tabulate the saliency of the words based on statistical significance tests (e.g., chi-square test, t-test, and log-likelihood test). The words in the keywords list are arranged according to their ‘keyness’ (statistical significance), with the most statistically significant words are mentioned first followed by the least statistically significant words that are mentioned later/last. Thus, the most significant keyword in the keywords list in Figure 2 is heart with the LL value of 55.71 (see column Log_L), even though its frequency is only 60 occurrences as compared to the most frequent word in the wordlist (see Figure 1) is the that occurs 442 times. With regards to metaphor study, this statistical evidence in the keywords list is paramount in allowing a metaphor analyst to make a strong claim of a dominant use of metaphor in a discourse (Semino, 2017). As the orthodox approach of the early detection of metaphor is through close-reading and manual detection, this statistic result reduces the tendency for the discourse analysts to interfere the result of a study (Partington, 2007). Thus, key items that indicate the possible existence of metaphorical expressions in a text can be performed systematically.

Analysing Collocates
Collocation refers to words that systematically co-occur in a corpus “to create a range of cross-associations that can be visualized as networks of nodes and collocates” (Brezina, 2016, p.90). In other words, the collocation exemplifies significant relationship between words used in a corpus using statistical evidence (Williams, 2001). Collocation allows a discourse analyst to analyse how the keyword is used, thus providing the ‘atmosphere’ of a word (Baker et al., 2008). In relation to the study of metaphor, apart from concordance, collocation allows the researcher to make a strong claim of how the signals of metaphorical expression can be identified. Even though collocation can be done intuitively, it is classically a poor guide to perform collocation (Xiao, 2015). Hunston (2002) argues it is vital for collocation analysis to be measured statistically because it is more reliable than through one’s intuition. There are several statistical formulae that can be used in calculating the collocational strength such as Mutual Information (MI), t-test, z-score test, and log-likelihood test (Xiao, 2015). Nevertheless, the most common statistical formulae are Mutual Information (MI) value and t-score (Cheng, 2012; Hunston, 2002). Hunston (2002) states that to determine whether two lexical items are considered as significant collocates, the MI score must be 3.0 or above. Whilst the MI test calculates the collocational strength, t-test calculates the confidence of association between lexical items (Church & Hanks, 1990). Thus, both values allow researchers to determine the significant lexical items in a text. Figure 3 exemplifies a sample of collocates.
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Figure 3: A sample of collocates.

The collocation view presented in Figure 3 displays the six surrounding words (left and right) that have the closest proximity with the word healthy (centre), and fear as the most significant collocate with the highest MI score. In relation to the study of metaphor, this empirical data allows the researcher to make a strong claim of how the signals of metaphorical expression can be identified. This is because the collocation displays the significant co-occurrence (based on MI score) of surrounding words and possible word patterns in a text. In this case, the word healthy, that is usually indicating a health state of a physical entity, has the closest proximity with the word fear that is an abstract entity indicating a certain feeling or emotion.  This friction of meaning may indicate an evidence of metaphor usage. 

Analysing Concordance Lines
After computing the relationship between the lexical items, the collocates that have a high confidence level of association will undergo a further qualitative analysis, which is the analysis of the concordance lines. Sinclair (1991: p.32) defines a concordance as “a collection of the occurrences of a word-form, each in its own textual environment. In its simplest form it is an index. Each word-form is indexed, and a reference is given to the place of occurrence in a text”. The concordance feature in WordSmith Tools is useful in sorting out the salient lexical items and looking for the linguistic patterns in a text. In this study, the analysis of the concordance lines allows the researcher to have a basic understanding of the word in the chosen corpus/corpora. To detect metaphorical signs in a text, there is a need to analyse the surrounding words of the salient key items, giving the contextual characteristics of the word. To have a clearer view of how this is done, Figure 4 presents some of the surrounding words at either side of healthy in the concordance lines.
 
[image: ]
Figure 4: A sample concordance lines

Figure 4 displays how the word healthy is used in the corpus. As presented in the figure, it can be seen how fear, the significant collocate for healthy, is used repeatedly with the word healthy in the corpus. It is also evident that fear is linked to ‘Allah’ (God) and the phrase ‘healthy fear’ is used repeatedly to describe the idea of taqwa, an Arabic word which means “God-consciousness or God-fearing piety; also rendered as god-fearing, right conduct, virtue, wariness” (Oxford Islamic Studies Online, 2020) and being closer to God. Apart from that, it is also evident that the word unhealthy is also used to describe the notion of fear. Interestingly, the words root and seed are also used to describe the phrase ‘healthy fear’. This textual evidence illustrate how concordance analysis helps the researcher to examine what the salient keywords are associated with in a corpus and make sense of the significant relationship established in the collocation analysis. Nonetheless, to determine whether the words are considered metaphorical or literal, there is a need to examine the dictionary definition and the context meaning of the target lexical items. 

[bookmark: _heading=h.3as4poj]Identifying ‘Semantic Tension’
As explained previously, to determine whether a word is metaphorically or literally used in a text, a ‘semantic tension’ results from the use of the term in the context that contradicts or differs the literal meaning is required (Charteris-Black, 2004). To identify this ‘semantic tension’, any legit dictionary can be used to determine the actual meaning/dictionary definition of the target item apart from the context of the items in concordance analysis. As an illustration, words such as fear, taqwa, healthy, unhealthy, root, and seed in Table 2 indicate semantic tension that may lead to potential figurative language, in this case metaphor. 










Table 2
Dictionary Definition of the Target Items.
	No.
	Target Items
	Dictionary Definition

	1.
	fear
	(n) the bad feeling that you have when you are in danger or when a particular thing frightens you

	2.
	healthy 
	(adj) having good health and not likely to become ill 

	3.
	root
	(n) the part of a plant that grows under the ground and takes in water and minerals that it sends to the rest of the plant

	4.
	seed
	(n) the small hard part produced by a plant, from which a new plant can grow



From the table, it can be seen the definition of the word healthy indicates an adjective to describe a physical entity such as a human, animal, or plant. Meanwhile, the word fear that is used together with healthy means an abstract entity of an emotion or feeling. Since healthy is supposed to describe a health condition of a human, animal, or plant, there is evidence of semantic tension between the two domains/concepts that are being compared. Apart from that, the definition of root and seed relate to parts of a plant, indicating another semantic tension as they are used to describe the phrase ‘healthy fear’. These findings further support the existence of metaphorical expression (henceforth linguistic metaphor) in the corpus. Nevertheless, a further qualitative analysis of conceptual mapping is required to seek conceptual metaphor.

Performing Conceptual Mapping
After empirical analysis is completed, the identified recurring patterns of metaphorical expressions will be mapped according to the Conceptual Metaphor Theory framework (see 2.1.2) (Lakoff & Johnson, 1980; Kovecses, 2004; Holyoak & Stamenkovi´c, 2018). This technique follows from many studies that have incorporated it in analysing metaphors (Holyoak & Stamenkovi´c, 2018). To reinstate, conceptual mapping is carried out when a Source Domain (henceforth, SD) is mapped onto or connected to a Target Domain (TD). As a reminder, SD is generally more concrete while TD is more abstract. A sample of conceptual mapping of the identified linguistic metaphors is displayed in Figure 5.
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Figure 5: Conceptual Mapping of FEAR OF ALLAH IS A PLANT.
[bookmark: _heading=h.49x2ik5]
Figure 5 exemplifies how the conceptual metaphor of FEAR OF ALLAH (GOD) IS A PLANT is constructed by using the conceptual mapping framework. The linguistic metaphors like healthy, unhealthy, root, and seed in describing the fear of Allah (God) or taqwa construct the underlying notion of PLANT metaphor. The same process is performed to all linguistic metaphors that have been identified based on corpus techniques that involved the identification of keywords and their statistically significant collocates to discover the underlying conceptual metaphor.
[bookmark: _heading=h.2p2csry]
Administering Inter-Rater Reliability (IRR) Test
A common analysis practice in qualitative research is coding, a reiterative process seeks to identify “a word or short phrase that captures and signals what is going on in a piece of data in a way that links it to some more general analysis issue” (Rossman & Rallis, 2011, p. 282). Since the later part of the metaphor identification procedure is executed qualitatively, there is a need to conduct an Inter-Rater Reliability test to certify the identified metaphors are not solely based on the researcher’s judgement. The existence of codebook can help researchers to describe the identified themes or findings with a concrete definition and example quote from the data (Creswell, 2013). Table 3 presents the codebook developed for the purpose of metaphor study

Table 3
Codebook on Metaphor Identification
	Conceptual Metaphor
	Definition
	Conceptual Mapping
	Semantic Tension

	Orientational
	It is based on spatial relations like up and down.
	




Source Domain = Target Domain
	


Contrast between contextual meaning and basic meaning

	Structural
	It uses a highly abstract concept in structuring a concrete concept.
	
	

	Ontological
	It is divided into three categories:
a) Entity - identifies abstract experiences as entities or substances.
b) Container - refers to abstract experience as containers.
Personification - represents an abstract experience as an entity or a person.
	
	



This codebook can then be used by multiple researchers within the project or future researchers conducting similar studies. Guided by the developed codebook, the coders will check the identified conceptual metaphors and state their agreements and disagreements in a coding table as presented in Table 4.
[bookmark: _Hlk79511227]
Table 4
Sample of Coding Table
	Conceptual Metaphor
	Conceptual Mapping
	Semantic Tension
	Agreement?
	Coder
	Date

	e.g. HEART IS A CONTAINER
	e.g. yes/no
	e.g. yes/no
	e.g. yes/no
	e.g. Coder 1 / Coder 2
	e.g. 17-Mar-2021



Agreements and disagreements between the coders will be calculated using the IRR formula (Miles & Huberman, 1994) and tallied. Walther, Sochacka, and Kellam (2013) suggested IRR to “mitigate interpretative bias” and ensure a “continuous dialogue between researchers to maintain consistency of the coding” (p. 650). To calculate the coders’ responses, a formula described in Miles and Huberman (1994) is suggested to be used

[image: Text
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Miles and Huberman (1994) suggest that an IRR of 80% agreement between coders on 95% of the codes is sufficient agreement among multiple coders. This calculation is a method that can be used to measure consistency between coders which then validates the reliability of the results drawn from the qualitative analysis specifically in metaphor study.

Conclusion
[bookmark: _Hlk118197728]Metaphor is universal in human lives and this ubiquity influences the way people think and communicate (Steen, 2010). It also has an immense role in how people use language in a society and culture which includes disseminating ideology, creating gender identity or gender dominance, explaining complex ideas, and advertising products or services. Due to its massive role, metaphor research is deemed to be essential. Nevertheless, the metaphor researchers are still experimenting the best approach and procedure to analyse metaphor since it still requires human interpretation to detect the evidence of metaphor in a discourse. The present study exemplifies how corpus approach can be advantageous to metaphor research in investigating salient keywords and the words associated with them to unearth the underlying metaphorical expression in a discourse. In addition, the present study also reflects how the use of corpus approach reduces validity and reliability issues in metaphor identification process. The study also demonstrates the amalgamation of corpus linguistics method with the qualitative-based CMT allows a large collection of authentic texts to be compiled and analysed systematically, supported by empirical evidence. Thus, it can be concurred that corpus linguistics approach and tools offer a lot of opportunities not just to linguistics studies but also to metaphor research.
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